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ABSTRACT 

Insiders are the people with legal access to the information and pauses a challenge to the 

security of the information systems. The insiders may compromise the system security 

through misusing the resources they have been assigned to accomplish their roles in the 

university. The study objectives were to establish information systems security insider 

threats in selected public universities in Kenya; evaluate insider system security 

mechanism in place in selected public universities in Kenya and update an insider system 

security attack prediction model for insider security threats. Two public universities were 

selected for data collection where information system users and information systems 

experts were targeted in a quantitative research approach. Questionnaires were used as 

research instruments in data collection. The study established that there were insider 

security threats in selected public universities with 55% of the respondents stating they 

had been aware of such incidents in their working stations. There were several reasons 

that were pointed out as motivators for insiders to initiate attacks. Financial gain, 

disgruntlement, revenge, attention seeking, not rewarded, lack of promotion and 

espionage were found to be motivators of insider attackers. The leading causes of insider 

threats were also explored where weak policy, and lack of implementation of the policies 

being the key causes of insider security threats. The study recommends a predictive 

model for predicting the insider attacks was realized out of the need for a precise and 

better prediction model where different components of the insider threat issue could be 

easily understood and implemented. There were several elements that the model 

proposed. The elements represent four areas; the motivator henceforth referred to as 

catalyst, actor characteristics (those of the potential insider threat), attack characteristics 

and the institution characteristics.   
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 CHAPTER ONE 

 INTRODUCTION 

 

 1.0 Background to the Study 

Universities have always put forward the top notch tools, procedures and policies in the 

process of protecting its information systems from attackers and infiltrations from 

outside. Despite the amount of investment channelled towards development of 

infrastructure and manpower in guarding against the external aggressors, the universities 

still experience significant attacks causing greater loses. The security threats have been 

discovered to be from the inside the organization, this results into a complex and bigger 

exercise to handle. It is worth pointing out that employees are the greatest and most 

valuable resource of any company. Despite the fact that there is technological revolution 

and the internet of things, company staff are still paramount to the general success of the 

company (Olsen and Zaman, 2013).   

Information system administrators of the organization are the most trusted employees that 

have all access rights with the responsibility to check and decide on the restrictions and 

access of the system resources. The administrators are best people for the organization to 

offer protection and security but they can also be the worst foes in disrupting security 

advances (Sterman, 2006). The same is true with the top management of the organization 

who have access to almost complete access to the entire resources of the organization. 

After this group, there are the middle-level and low-level employees that access company 

system resources based on their needs. There are different security mechanisms in place 

that security experts use in managing access to the system. The mechanisms include; 

technical, physical, and logical controls. Technological controls are the techniques that 
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include the use of firewalls, prevention systems, anti-virus and intrusion detection 

approaches. The logical controls include the access to the control policies like how users 

are authenticated and allowed to access specific resources and the access control policies 

and network management procedures among others. The physical control are about the 

policies and methods of only having authorized people to access the resources of the 

organization. They include the door scanners, employee entry-pass tags and entry 

guarding personnel.  

Though there are technical and physical controls deployed by institutions to manage 

access to certain restricted resources, these measures are reactionary, only taking effect 

when insurmountable damage has already been done. Thus, it can be argued that they 

come second after the human element. A network access security policy can only be 

followed by an employee who follows rules (Dark, 2012). This is true for other technical 

controls such as log monitoring, firewalls, and honeypots among others. A dissident 

employee will find a way to circumnavigate the security policy no matter how strict it 

might be.  When dissidence occurs with respect to laid down rules and policies, the 

psychological settings of employee changes, subsequently jeopardizing productivity.  

According to Perlow, (2003), employee resentment leads to decreased productivity and 

creativity which ultimately leads to loss of money, time and resources. Many 

organizations relay the information that dissent is discouraged whether verbally or non-

verbally. However, a number of studies have corroborated Perlow and noted that 

receptiveness to dissent facilitates design of corrective measures to monitor unethical 

employee behaviours, impractical and inefficient organizational policies and poor and 

unfavourable decision making processes. Leading among all is the chance dissent accords 
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organizations to respond to insensitiveness to employees‘ occupational needs and 

requirements. Eilerman in Perlow, (2003) argues that the hidden overheads of silencing 

dissent include decreased job satisfaction and motivation reduced decision quality and 

lost time (Claycomb et al., 2014). 

  This pinpoints the importance of human factor especially human resource and general 

management in devising and implementing workable security policies. With a pool of 

knowledge on human resource management, an organization can be better equipped to 

implement internal controls that monitor, detect and mitigate unauthorized access to 

restricted information.  

This is a common problem overlooked by system administrators and only realized years 

after employee termination or when an attack has occurred.  Before the digital revolution, 

security experts were kept awake at night worrying about the danger posed by 

untrustworthy members of their companies who had privileges to classified information 

and could easily usurp this opportunity to remove paper records from storage facilities 

and transfer them elsewhere.  

1.2 Problem Statement  
Universities just like many other institutions have shifted to information system based 

processes and procedures in its operations. Critical operations like examination and 

finance, information about its clients and other stakeholders is stored on these 

information systems. There are universities that have shifted to online platforms and 

networked systems within the organization. The purpose of information systems such as 

enterprise resource planning system is to improve services. It is expected that employees 

and stakeholders would use the information systems in providing services as per the 
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strategic plans and objectives of the universities. They have been facilitated with the 

information system resources and authorization to access the resources. Legal and proper 

use of the resources is the aim of the of ICT integration to universities. However, there 

has been an increased trend where security threats and breach of the information systems 

coming from the trusted employees. They are people with valid authorization but have 

misused the privileges given to them.  In most cases the systems security administrators 

discover the insider threats when the incidences have already occurred. The insider 

threats have put the examination integrity, university certificates, financial accountability 

and ICT resources into question. The impact of insider security threat largely affects the 

university on academic integrity, financial loss and general reputation of the institution. 

This study sought to present with a detection model that enables the Kenyan universities 

to overcome the challenges posed by insider security threats.  By having a security 

model, universities should be able to detect security breaches before they occur. 

Currently, there are no models proposed or implemented at the university level.  

1.2 Purpose of the Study  

The purpose of the study was to investigate the insider security threats detection 

mechanisms and develop a model for detection of insider security system threats in 

selected public universities in Kenya.  

1.3 Research Objectives 

The following objectives guided the study:  

(i) Establish information systems security insider threats in selected public universities in 

Kenya 
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(ii) Evaluate insider system security model in place in selected public universities in 

Kenya 

(iii) Update an insider system security attack prediction model for insider security threats  

1.4 Research Questions  

(i) What are the insider security threats in selected public universities in Kenya? 

(ii) What are the security mechanisms in put in place against insider information systems 

security threat in selected public universities in Kenya?  

(iii) Can prediction model for insider security threats be updated to suit selected public 

universities in Kenya? 

1.5 Assumption of the Study 

The study was carried out under the following assumptions: 

(i) The ICT directorate of the universities have proper records for the insider security 

threats. This is important so that even if the employee that handled the incidents are 

no longer with the university, it is possible to get the file records.  

(ii) The users are aware of the security policy and insider threats they pose to the 

universities  

1.6 Significant of the Study  

The study contributes to the current literature of insider security threats and 

mechanisms of detection. The security detection model that was modified is a 

significant contribution to the current models. The model that was modified be for 

learning institution since the current models are only for corporate custom sectors. 

The study benefits universities and other institutions that are struggling with the 

insider security threats. The study is going to significant at this point where the 
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quality of university academic standards is being evaluated with the introduction on 

information systems. The quality of examinations administered to students and all the 

administration operations using information systems need to be beyond reproach. 

This study has developed a model that can be used to restore confidence of the 

stakeholders about university quality standards. 

The universities are likely to save funds that are lost annually from the loopholes in 

the current mechanisms. If they use the model to predict the behaviour of potential 

insider threats. The model can be used not only in universities but also in other public 

and private organization in detection of the insider threats. The model is applicable in 

other sectors. The study is also essential for current literature on insider security 

threats; it contributes knowledge to the area of study for insider security mechanisms 

and detection models.  

1.7 Scope of the Study 

The study focused on modified security threats model within two universities; Kibabii 

University and University of Eldoret the scope content was information security threats 

from the insiders. The context of the study was higher learning institutions that are 

selected public universities. The universities are located in Bungoma county and Uasin 

Gishu county and only the main campuses were used for study. The study did not include 

other satellite campuses that are within the same geographical location or in other 

counties.   The study was undertaken within one academic year as it was time fixed for 

the researcher study.  

1.8 Limitation of the Study 

The following was the limitation that the study faced or encountered. 
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(i) The study depended on self-reported data. There was no independent verification of what 

an individual offers during data collection. It means that issues like selective memory 

where respondents remember given events were likely to occur. The respondents may not 

have shared information that implicates them or they were part of the issue. The 

respondents may choose to skip events that they are likely to be implicated or modify the 

events to suit themselves.  

1.9 Delimitation  

The researcher assured the respondents about the purpose of the research purpose as 

being for purely academic purposes. This was to ensure that they do not withhold 

information even if it implicates them directly. They were further assured that no 

personal details were need that was to be used to link directly to them. The information 

was not to be shared by the institution authorities hence they were not going to be 

victimized for sharing information. This assurance gave them confidence to respondent 

without being afraid of the consequence.  

1.10 Conceptual Framework  

The conceptual framework for the insider security threat is derived from the variables of 

the research topic.  The conceptual perspectives were mainly about the insider 

characteristics and motivations, the insider threats and the possible impact of the insider 

attack. The intervening variables are the policy weakness and failure to effectively 

implement the policy. The practical perspectives are about the best practices for 

information systems security evaluation as presented by ISO/IEC 15408. The insiders 

resulted into threats which took advantage of the weakness of security measures in place. 

The figure below combines both the theoretical and practical perspectives to a conceptual 

model which is a representation of the insider security threat. It includes aspects that have 
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been explored in literature review. The model provided by Nurse et al. (2014) was used 

in modified the current conceptual framework as it was the model that the study modified 

as recommended solution for the study.  

 

 

The study conceptual framework  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Source (Researcher, 2016) 

The insider in the model is the agents and factors that lead to insider treats being present. 

It is the humans working within the organization that are insiders while physical systems 

presents the actual factors to the risks. The listed intervening variables such as weak 

The Insider 

Human, Physical, and 

System risk factors 

Attack on information systems 

 Manipulating University 

records(Issue fraudulent 

academic certificates) 

 Issue fraudulent 

payment(Financial gain, 

personal gain, distributing 

funds) 

 Theft of intellectual property  

 Weak Policy framework and regulations 

 Lack of enforcements of security rules 

 Inadequate technological usage 
 Inadequate resources(financial, personnel 

and infrastructure) 

 Revenge and money motives  

Independent Variable 
Dependent Variable 

Intervening Variable 

Figure 2.1 Conceptual Framework of the Insider Security Threat  
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policy, inability to enforce the security policies, lack of resources towards security and 

motives to the insider actions are the intervening variables. The combination of the 

independent and intervening variables gives the results of the information systems in case 

they are present for the organization.  The dependent variable only occur based on 

independent variables and intervening variables. The organization is likely to security 

breach that results to manipulating university records where insider can issue fraudulent 

academic certificates or modify exam results.  Issuing of fraudulent bank cheque results 

to financial loss.    
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 CHAPTER TWO 

  LITERATURE REVIEW 

2.0 Introduction  

This chapter covers the previous studies on insider security threats. The insider threat 

literature review looks at the definition of the insiders in the context of information 

security systems threats. Contrasting, similar and parallel studies on the factors and 

motives for insiders to attack the information systems or circumnavigating policy 

systems, the insider detection models and  were reviewed from the previous studies.  

2.1 Information Security  

Currently, institutions are using information systems to store, manipulate and disseminate 

valuable information asses. Draft (2000) defines information as data that has been 

processed into meaningful and useful context for the users. What is considered valuable 

information depends on the organization, but it includes strategic information and 

intellectual property for an institution like universities used to gain competitive advantage 

over the competitors. According to Ezingeard et al. (2005), confidentiality is about 

accessibility on the need to know basis and the authorization access to the information. 

Hunker & Probst (2011) states that an insider is considered based on the organization. 

Organizational policies and values together with the system specific characters are used 

in defining the insider. The table below shows the definition of an insider from the peer 

review articles of insider threat. 

 

 



11 

 

There are several definitions of the term insider for security threat. As per Carroll, 

Greitzer & Roberts (2014). ―[…] what is meant is any and all persons that have access 

to an organizations information including people such as contractors, temporary 

employees and the like.‖ While Bishop, et al., (2014), adds that an insider is ―Anyone 

with access, privilege, or knowledge of information systems and services.‖ He adds ―[…] 

anyone operating inside the security perimeter.‖ Closely linked study by Schultz (2002) 

brings out another aspect of insider as ―[…] insider: would usually be employees, 

contractors and consultants, temporary helpers, and even personnel from third-party 

business partners and their contractors, consultants, and so forth.‖ On the other hand 

Hunker & Probst (2011), expands the list of insiders ―Insider: someone with legitimate 

access to an organization‘s computers and networks. For instance, an insider might be a 

contractor, auditor, ex-employee, temporary business partner, or more. ‖ Mills, et al., 

(2011) sum up the definition of the term insider as ―[…] an insider is any individual who 

has been granted any level of trust in an information system.‖ 

2.3 Insider Threat  

The threats to vital information emanate from the external and internal threat agents. 

Baker et al., (2008) states that although there has been a lot of publication on external 

threats such as hacking and viruses, insider threats have gained grounds and are at higher 

level of risk.  

The following are existing literature on the definitions and description of the terms 

insider threat or insider attack.  
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 Bishop, et al. (2014) Insider attack ―malevolent actions by an already trusted person 

with access to sensitive information and information systems.‖ Additionally Carroll, 

Greitzer & Roberts (2014) adds that the ―Insider threats can be either intentional or 

unintentional.‖ Schultz (2002), presented a longer version on understanding insider attack 

as ―An insider attack is considered to be deliberate misuse by those who are authorized to 

use computers and networks.‖ ―[…] insider attackers are those who are able to use a 

given computer system with a level of authority granted to them and who in so doing 

violate their organization‘s security‖. The insider attack is about the misuse of the 

resources which is carried out by the insider which can be successful or not. The attack is 

about several events or actions that result into use of information in a manner that 

contradicts the security policy of the institution (Bishop et al., 2014). The insider threat is 

that possibility of the insider to carry out the attack. The insider can either exploit the 

security system intentionally or unintentionally (Nostro, 2014; Schultz, 2002). 

2.4 Concept of Insider Security Threats 

This section explores the concept of insider security threats as presented in different 

literature. With the main focus on the classes of insider threats, motivation and what 

impact they may cause for the organization. According to Baracaldo & Joshi (2012), an 

insider threat is an associate of a company in form of employee, contractor, business 

partner or sponsor who is authorized to access an organization‘s network, system, 

physical location or data and intentionally misuses those privileges to alter 

confidentiality, integrity and availability of organizations information for their own 

benefit (Claycomb et al., 2012). Insider threats involve such activities as espionage, 
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fraud, theft and sabotage conducted via varied mechanisms such as access privileges 

abuse, theft of organizational resources and mishandling of physical materials (Baracaldo 

& Joshi, 2012). Insider threats can be malicious or unintentional meaning that actors do 

not recognize that they are aiding a threat. Insider attacks have been blamed for numerous 

losses in public and private organizations amounting to billions of dollars of revenue 

(PricewaterhouseCoopers, 2012). Apart from financial aspects, there are trust issues 

associated with business partners, contractors and customers (Claycomb et al., 2012). As 

a result, it is a vice that eats the company from within impeding growth and establishment 

of a fair competitive arena. It is paramount that organizations recognize normal employee 

action baselines and advance such knowledge to employees so that they can understand 

when they are used by others as conduits to obtain information (Baracaldo & Joshi, 

2012). Practically, there are near-infinite employee types in an organization. However, 

most employees fall within one of the four primary classes. This classification of 

employees is based on behaviours as it presents a powerful tool to dealing with security 

challenges (Crawford & Peterson, 2013). Generally, employee classification has resulted 

to the following: citizens; these are employees who follow regulations set aside by the 

company in accessing resources. They seldom use technological resources for their 

personal use other than assigned tasks (Boender et al., 2014). This group of employees 

are proactive in security management and do not get involved in insider attacks. 

Delinquents and Renegades; Delinquents are aware of acceptable use policy as well as 

other regulations governing resource use in the organization. However, they deviate to 

take small liberties such as checking their personal mail, shopping online and playing 

computer games. They can also install some software to assist them in checking their 
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performance of legitimate activities (Boender et al., 2014). This group of users are 

technology-savvy and may extend their authority to assisting others in their execution of 

technical aspects, hence unintentionally gaining access to resources not meant for them 

(Boender et al., 2014). They are generally accorded respect by co-workers because of 

their advanced computer skills and sometimes, may overstep their authority by acting 

recklessly or negligently.  

This groups of employees spent a considerable amount of time doing this that they are no 

required of them. Hence, they tend to abuse Internet privileges, undertake personal 

projects among others. They are careless with company data and are more likely to 

exploit loopholes in policies and procedures for their own sake (Boender et al., 2014). 

Though they might not directly attack the company, their priorities is not in line with that 

of the employer and consequently endanger company assets and information. Rogues and 

Multi-class employees; these are employees who continuously endanger company‘s 

confidential information for financial prospects. They differ from all the groups discussed 

above because their prime motive is benefiting from the insecurities of the organizations 

(Claycomb et al., 2012).  It is notable that most of the damaging insider attacks were 

likely perpetrated by rogue employees  

While it is common for employees to behave true to their nature and class, some changes 

class depending on the impending conditions (Boender et al., 2014). A renegade who was 

subjected to disciplinary action may choose to be a citizen while a citizen who has been 

subjected to negative restructuring events may turn rogue.  
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2.5 Motivations for Insider Threats 

Over the years, extensive knowledge has been explored on ways of countering the 

insider. Centuries of studies indicate that insiders are motivated by financial prospects, 

ego, coercion, and ideology (Magklaras & Furnell, 2001).   

The motivations for insider attacks are event-specific. Generally, these motivations have 

been classified as follows: financial gains; financial gain is considered one of the 

prominent motives for insider activities. Theft and sale of employer‘s confidential 

information to competitors, stealing co-workers financial data for personal use and 

manipulating company‘s financial information in exchange for monetary gains is found 

common in people in financial, banking and insurance companies (Boender et al., 2014). 

According to studies conducted by USSNTAC and CSEI, 81% of the insider threats were 

motivated by financial gains other than the motive to harm information systems of the 

company. Of the insiders studied, 27% of them were experiencing financial constraints 

and decided to sell company information to get more finances (Boender et al., 2014). In 

one scenario, a currency trader modified software with capability to record, manage and 

audit trades. The software was made to be highly secretive such that auditors find it 

impossible to detect it.  

Disgruntlement; the causes of disgruntlement in an organization are attributed to many 

factors including aggressiveness towards co-workers, subordinates and supervisors. 

Usually, management, organizational culture and hanging company policies make it hard 

for employees to adapt to new environments and hence the frustration and thought of 

harming the company (Magklaras & Furnell, 2001).  
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A case demonstrating this is an employee who was asked by the company to develop an 

internet website because of his graphical programming skills. After few months, the 

employee was reprimanded for absenteeism and the company executive issued a directive 

for the employee to be suspended (Boender et al., 2014). Later in the day, the employee 

accessed the company‘s server deleted all information and added different texts and 

graphics to the website. Upon investigation and prosecution, the employee admitted to 

have committed the offense out of fury for being suspended. Statistics conducted by 

USSNTAC and CSEI in 2005 revealed that 85% of insiders have unresolved issues prior 

to committing the offense (Claycomb et al., 2012). 92% of the grievances involved 

employees, supervisors and co-workers and the more a company is adamant to resolve it, 

the more the grievances the higher the risk of insider activities.  

Espionage; it is another motive for insider activities. Espionage is committed by a spy or 

a mole that is influenced by targeting the company. The spy conducts surveillance 

activities by installing software, cameras and microphones at distinct locations which 

they use to monitor the actions of other employees and consequently steal confidential 

information, company records, and employee personal information (Boender et al., 

2014). The insider has access to information about its company such as security and 

surveillance systems. The insider is used by the attackers outside the organization as 

leverage to facilitate theft of information (Claycomb et al., 2012). In most cases, 

criminals entice employees into perpetrating attacks without even the employees 

knowing. Competing companies consider espionage as a safe method of spying on their 

competitors rather than attacking since their reputation is not affected in the long run.  
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Revenge; second to financial gains is revenge. An insider with negative feelings about the 

company and other employees will seek revenge by attacking the company and its 

resources. Executing revenge require proper planning and patience for the right time 

(Boender et al., 2014). It requires gathering sufficient information about the targets and 

waiting for an appropriate moment, thus, avenging employees would execute their 

activities after exiting the company.  

Curiosity; certain employees in the company are curious of their surroundings and would 

like to expose it to the world whereas other considers it as a challenge to prove a point to 

themselves and others (Boender et al., 2014). Consequently, in their course of activities, 

they disregard company security policy and play around with the resources, bypassing 

security protocols and accessing unauthorized resources. This crop of employees are 

especially young and out of college, keen on experimenting and learning a few concepts 

and technologies (Claycomb et al., 2012). In a bid to prove themselves better than co-

workers, they launch attacks, modifying company resources or stealing information. 

Emotional Distress; According to Boender et al. (2014), people who have done through 

rough phases in their lives develop frustrations towards the society. Emotional distress is 

as a result of a number of factors including work pressure, family issues and lack of 

social skills (Boender et al., 2014). Emotionally distressed employees are isolated, 

withdrawn and portray negative attitudes towards life. Thus, they are more likely to strike 

at the system to justify a purpose.  

Desire for Respect; every employee in an organization has particular skills with which it 

is respected accordingly by co-workers. However, some employees possess advanced 

skills while others have less skills but the whole set is considered part of the core 
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company. Boender et al., (2014) affirms that in times of adversity for example during 

layoffs, less skilled employees are the once to go first or during deliberations, their 

opinion is given least consideration. As a result, these employees would want to prove a 

point to co-workers to demand respect and consideration (Magklaras & Furnell, 2001). 

While some employees work hard to advance their skills, others work hard to commit 

malicious activities to justify a cause. (Claycomb et al., (2012), states that other 

motivations for insider attack in an organization include decision failures and mental 

problems.  

Hong (2010) asserts in the custom, information security aspects in private and public 

organizations have been geared towards external threats, whilst significantly ignoring 

internal threats originating from within. The common assumption was that the risk and 

likelihood of internal threats was minimal in comparison to external threats. However, 

history has proved that internal threats are detrimental and costly to the organization 

(Hong, 2010). 

2.6 Impact of Insider Threats  

According to the agency, insider threats involve among others, fraud, theft of intellectual 

property, IT sabotage and espionage. To illustrate how each of these examples can lead to 

denial, degradation, disruption, destruction, deception and corruption of company 

information, a case is presented.   

A software developer at a credit card company devised a fraudulent mechanism of 

awarding himself reward points by linking his personal accounts with corporate business 

credit card accounts of external companies. He cashed in the accumulated points for gift 

vouchers and subsequently sold them in online auctions sites for cash (Claycomb et al., 
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2012). Before being caught, he had accumulated a total of 40 million reward points which 

translated to $250,000. His fraudulent actions were unearthed by internal fraud detectors 

(Baracaldo & Joshi, 2012).  

A US company developing pigments used in paints, plastics and paper had its intellectual 

property stolen by a Chinese company. Chinese state-owned Pangang conspired with the 

US original company‘s employee to steal intellectual information used to build a 100,000 

annual-metric-ton pigment production plant (Crawford & Peterson, 2013). The US 

naturalized employee had spent 35 years with the company and had extensive knowledge 

of manufacturing and trade secrets which he released to Pangang. This lead to subsequent 

losses on the part of the original company amounting to billions of dollars and 

unemployment.  

A health facility employed a security contractor to take care of security matters during the 

night. The security contractor happen to have been extensively involved in cyber 

malpractices and hacking albeit secretively. He utilized his security credentials to gain 

access of the physical computers that controlled HVAC systems in the facility (Crawford 

& Peterson, 2013). Using a number of techniques including password-cracking utilities, 

botnet and others, he rendered the HVAC system unstable resultantly leading to an 

outage for several hours (Claycomb et al., 2012). The insider and his team were planning 

a distributed denial of service attack against an unknown party. Fortunately, a security 

researcher exposed their online advances and alerted the facility which leads to arrests 

and legal actions.   

A former Air Force intelligence specialist was detained as he was boarding a flight 

destined for Switzerland with information on missile information site on Iraq. After a 
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search on his home computers, letters offering to sell secrets to Libya, China and Iraq 

was revealed. In respect to Iraq, the perpetrator had asked Saddam Hussein regime for 

$13 million (Magklaras & Furnell, 2001). Investigation revealed that the specialist not 

only he been motivated by monetary gains, but also a sense of disgruntlement as he 

constantly complained to his co-workers and neighbours about his job and station. 

Information extracted after conviction lead investigators to 19 locations in rural Virginia 

and Maryland which had thousands of pages of classified information, videotapes and 

CDs presumably stockpiled for future sales.     

2.7 Security Mechanism in Place in public universities 

   These section presents how the measures are classified and how they have been used in 

different environments based on the specific insider threat presented to the organization  

2.7.1 Classification of Security Mechanisms in Place 

The insiders who take advantage of the information system weakness on the security 

policy or measures are the insider threats. Security policy on the other hand is aimed at 

reducing the weaknesses that results into the system risk of information misuse. In the 

end the security policy may present weaknesses that lead to other risks (ISO/IEC 15408, 

1999). 

The current literatures have put more weight on the concept that information security is 

not an issue of technical measures (Carroll, Greitzer & Roberts, 2014). Information 

security is about the people, organizational factor, technology and the working 

environment. There are three types of security controls that have been proposed to deal 

with all aspects of information security: 
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Formal control this is about the organizational structure and an operation which ensures 

that there is proper conduct of business and minimizes the chances of an incident or an 

attack or at least reduces the impact. The control measures may include putting different 

departments for security and IT with clear roles of the departments to ensure proper 

control of the systems (Carroll, Greitzer & Roberts, 2014).  

Informal controls are just the organizational culture, value and belief systems on the 

institution. It is where an organization through the management has shared vision and 

contribution towards achieving the vision is done by all the members. The organizational 

members are committed to seeing the vision accomplished. Increased trust and awareness 

of security issues for information system are some of the approaches that can be used in 

creating informal controls (Carroll, Greitzer & Roberts, 2014).  

Technical control it is the mechanism that gives protection to the information systems 

from any kind of attack or incidents. The organization can use recovery and analysis 

applications, access control mechanisms, use of antivirus software among other 

mechanisms (Melara et al., 2003).  

Although each of the above control is important, they must complement each other 

(Carroll, Greitzer & Roberts, 2014). The search study by Martinez-Moyano et al., (2008), 

confirms that successful defense against the insider threats demands that technical and 

behavioral solutions be implemented. 

There are other ways in which controls or measures are classified apart from formal, 

informal and technical controls (Schultz, 2002, Carroll, Greitzer & Roberts, 2014).  
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Prevention, it is a measure aimed at removing any chances of occurrences of an insider 

threat. It includes measures which can be able to predict the insider attacks by looking at 

the potential indicators. As per Carroll, Greitzer & Roberts (2014) government agency 

regulatory forces the organizations to come up with such risk management methods. The 

internal security policy that for regulatory compliance and insider prevention, the internal 

policy behaviour and actions those employees in the organization should adhere to. But if 

the policy itself has limitations where it is not enforced with strong consequences then it 

is not useful. The consequences are important in keeping away insider threat (Carroll, 

Greitzer & Roberts, 2014). 

Detection it is a measure that offers means of knowing that there is an insider threat when 

it has already happened. There are several tool and methods for outsider attacks detector 

where insider attack occurrence is not easy to detect (Carroll, Greitzer & Roberts, 2014). 

The insider can delete the actions to cover up the illegal actions carried out which makes 

it difficult to detect (Carroll, Greitzer & Roberts, 2014). Tools such as logging, honey 

pots, monitoring and whistle blowers are being implemented.  

Response is another measure that is expected to detail how to respond after the insider 

attack has actually happened. The institutions are expected to take responsive actions 

against the insiders. It may be a simple solution of lawsuit for the company. In reality, it 

is not simple to respond to insider threats with lawsuits. The need for organizations to 

keep such events from public eye or bad press is what results dealing with the issues 

internally (Carroll, Greitzer & Roberts, 2014).  There are many lawsuits where the 

organization is not likely to recover the damages but only punish the insiders. Although 

such actions may seem good in the public eye, recovering of lost assets, bad press and 
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effects on stock market for publicly listed company is not possible (Carroll, Greitzer & 

Roberts, 2014).  

Although detection of insider threats just like the external threats is more preferred, in 

nature it is a post hoc approach (Schultz, 2002). According to Schultz, the most pressing 

need is developing a framework for predicting insider attacks. This is the aspect that the 

research seeks to address the urgent need of developing a model. There are several 

indicators discussed which can be modelled into a framework that can be used to predict 

insider attack.  

2.8 Models for Insider Threat  

This section presents the existing research study insider security models that are being 

used for prediction and prevention of occurrence of insider threats. The previous studies 

have developed several models of insider security systems.  

2.8.1 Domain Oriented Approach  

Qutaibah and Panda (2008) presented a domain oriented approach in predicting and 

mitigating an insider threat (Qutaibah and Panda, 2008). The approach presented states 

that the internal resources that an insider can access is denoted by s, where the insider can 

take more organization information. Access to company information gives the insider a 

chance to access confidential information, if the insider has malicious intent. The authors 

states that the knowledge that the insider has on how to access confidential information 

need to be controlled.  

The weakness of the model is that it depends on the knowledge level as a means granting 

access to users. It means it does not detect even those with required knowledge and 
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would like to access information resources for personal gain. However, the model is 

credited for its simplicity in implementation.  

2.8.2 Prediction Model  

Wang, Liu and Zhang (2006) proposed a model for prediction of the insider threat using a 

tree structure (2006). The authors used in their paper the attack tree that was introduced 

by Bruce Schneier (1999) in defining their model. The attack tree can be used for both 

internal and external attacks. The scholars came up with the Systems Attack Tree 

configurations after analysis of all the attack paths in the system in order to detect the 

insider threat.  

The scholars state that if we are able to understand the intents of the insider access to the 

internal resources, then it is possible to intercept and detect insider threat. The insider 

offers reasons for access to the system before being allowed to access the system. The 

table known as the Signature Powered Revised Instruction Table (SPRINT), is set and the 

system makes Agent Observes (Aos), that is the operations the insider would like to 

perform in the system based on the SPRINT plan. The Minimal Attack Tree generated by 

Aos is used to make security systems detection of the malicious intent.  The figure below 

shows the setup for insider detection.  
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Source: (Wang, Liu and Zhang, 2011) 

From the Figure 3.1 Framework of Insider Threat Model above, at the time of connection 

to the system by the insider, there are interactive agent requests for information on why 

the user has to access the resources and the n users have to wait for some time. The 

systems gives information to the user after configuration the Central Agent generates the 

Minimal Attack Tree after making a comparison with the System Attack Tree. The 
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Figure 3.1 Framework of Insider Threat Model 
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Prediction Agent Observes the behaviour of the user by the Minimal Attack Tree to 

analyse the chance of attach. The user behaviours are stopped if the system detects any 

malicious intent.  

The model presents several strengths such that there are observers monitoring the use of 

resources. However, it affects the concept of availability since the agents must be online 

to enable the access to the resources. Additionally, there is always change in behaviour of 

the information systems users when they are being monitored. Such is likely to affect 

creativity and room for mistakes on the system.  

2.8.3 Intent-Driven Insider Threat Detection  

Santos et al., (2008) presented an intent-driven framework that has s users of the model 

and insider detection metrics. The model automatically detects the insider threat (Santos 

et al., 2008). Although the traditional studies on insider threats have put more weight on 

social network, document based and action based, the researchers focused on 

understanding the intent of the user.  

Users have intention whenever they access the internal resources be it malicious or not. 

For one with malicious intent, there are some features that the mode presents (Santos et 

al.,  2008) such as use of many queries that are not supported, use documents that are old 

when there are no supporting documents, fabrication of information; when making 

reports and overstating some of the record information. It is through experiments that the 

insider intent is understood and classified accordingly.  

The authors used the IPC model 1 (Nguyen et al., 2004b; Santos et al., 2003a) in coming 

up with the framework that contains the list of interest, preference network and context 
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network. The context network is most critical one. The document graph (DG) is used to 

model the knowledge context of the user.  

 

 

 

 

 

 

 

 

 

Source: (Montes-y-Gómez, Gelbukh  & Lópes-López, 2000) 

From the figure 2.4 above DG example, there are nodes and relationship between the 

nodes. There are two types of relationships ‗Is a‘ relation and ‗Related to‘ relations. The 

similarity between the documents accessed and the context network is computed using 

the following equation (Montes-y-Gómez, Gelbukh  & Lópes-López, 2000): 

 

Where  

n is the number of concept nodes as shared by DDG1 and DDG2 

N is the total number of concept nodes in DG1 
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m is the number of relation nodes as shared by DDG1 and DDG2 

M is total number of relation node in DG1 

The DG presents a good approach of having a quick look at the model and the intent of 

the users of the information systems. The weakness of the model is that it does not 

address the aspect of information system users that become insiders by accident. They did 

not intent to access the files or use them for what reason but when they opened the files 

they then developed the intent. The intent coming after right reason for file access is not 

well addressed in the model. Additionally, implementation of the model requires more 

resources by the organization where there is an emergency. There is need to approve the 

access to the resources at any point.  

2.8.4 The Nurse Prediction Model   

The elements of the model  

The model presented in figure below is made of several components that will be referred 

to as elements. The elements represent four areas; the motivator henceforth will be 

referred to as catalyst, actor [insider] characteristics (those of the potential insider 

threat), attack characteristics and the institution characteristics. The insider as defined in 

the study will hence forth be referred to as actor. Specific elements are represented by the 

use of boxes while the solid arrows indicate the relation between elements with dashed 

lines indicating the potential associations. The study has further broken down the model 

into sections with the aim of simplifying the discussion and implementation of the model. 

The main sections of the models are; understanding the motivation to attack; observing 

the behavior of trusted personnel, the actor, dissecting the attack, the resources 

(information systems) under attack and their vulnerabilities.  
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i. Understanding the motivation to attack 

In order to explain the model elements, it is important to understand the behavioral and 

psychological aspects associated with the actor/insider; it is viewed as the password to 

knowing the motivation behind the imminent information systems attack. The behavioral 

and psychological aspects of the potential insider have been given attention by the 

researchers and practitioners hence the key findings of those studies was used (Micki 

Krause Nozaki, 2011). The catalysts in the study were cauterized as the leading causes, 

the individual characteristics; the psychological state and the motivation to attack were 

the aspects that are modeled in the study. The aspects are further discussed under each 

section and the relationship between them is considered.  
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Source: (Nurse et al., 2014)  

Precipitating event (Catalyst) 

They are the catalyst that has an influence on the insider which can tip them to become 

threats of the information system. As per the literature the participating events are 

referred to as ‗tipping point‘ (Moore et al. 2008). A significant aspect that was evident 

from the study was that most of the attacks were based on perception or rumors of 

something bad that was about to happen as indicated established by (Wallnau, 2013).   

Figure 3.3 Catalysts; Understanding the motivation to attack 
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Personality characteristics  

Personality characteristics, this is the psychological traits and dispositions that make the 

personality of the insider both as self and work experience. The self-aspects are static 

since they are innate while life experience is dynamic and more responsive. The 

personality traits include the openness. It was measured in the study by looking at the 

ability of the systems users to share password with others. There are other characteristics 

as per Qutaibah & Panda (2008), like social skill problems, superficiality, self-esteem, 

personal integrity, aggressiveness and maturity that can be used in understanding the 

personal characteristics.  

Since it concerns the insider threat, personality characteristics are significant to how the 

humans think and act; hence they have a strong influence on the individual‘s involvement 

in malicious activities or behavior that exposes the system‘s vulnerability. The study 

emphasized more on personality treats by looking at the characteristics of the insiders 

before the incident happen. Personality characteristics in previous studies using many 

cases have been validated as having influence on insider attackers. Attention seeking or 

excitement seekers have been found to be high insider threats and antisocial behavior 

(Wood, 2000; Stavrou et al., 2014). There are information system users who are having 

the characteristics of agreeableness and openness that are likely to be scammed (Team, 

2013).  

 Historical behavior  

The historical behavior was not subject of the study but the previous studies have 

extensively looked at the extensively. According to Qutaibah  &  Panda (2008), the type 

of activities that the insider has engaged in the past is likely to influence the personality 
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characteristics. According to Rauthmann et al., (2015), issues related to carelessness and 

absent-mindedness were discovered to be source of accidental, unintended insider threats.   

 

 

 

 

 

Figure 3.4 Behavioral Elements 

Source: (Nurse et al., 2014)  

Behavior elements 

There are many behaviors that are associated with personality characteristics. According 

to CMU-CERT in their case Caliendo, Fossen  & Kritikos, (2014) they show the 

significance of this element where the systems administer who had a history of electronic 

crimes employed similar techniques on the employer through blackmail and sabotage. 

Although it could be argued that background checks can be done on potential insiders 

before they are given access to resources in the institutions, the challenge is that 

universities may not have sufficient investigative capacity for a proper background check.   

Psychological state 

The insider psychological and emotional state such as stressed, depressed, happy, or 

anxious might be important factors influencing the insider attacker (Qutaibah & Panda 

2008). Nozaki (2015) states that this element can be as a result of psychological make-up 

or environment related like stressful event, that explains the link with personality 

characteristics and catalyst event. Issue from workplace or outside the environment can 
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cause the state. As per the literature and the research results, disgruntled employee was 

found to be responsible for attacks. However, disgruntlement was only one of the states 

established as strong in the research to associate to insider attackers. The other factor 

from the study was lack of reward or appreciation that can influence the insider to be a 

potential insider attacker.   

Motivation to attack  

The motivation to attack was categorized as a section in order to explore the relationship 

with the precipitating events and the other elements of the model. The study came up 

with findings on the motivating factors that can also be found in previous studies (Santos 

et al., 2008, Spitzner, 2003, Wallnau, 2013) Motivation can be financial, political, 

revenge, curiosity or fun, competitive advantage, or peer recognition. Based on study 

findings financial gain, sabotage, revenge, and seeking attention were the main 

motivators of the insider attackers. As per the study, the psychological state has a 

significant influence on the motivation to attack.   

Additionally, psychological state can work together with Attitude Towards Work in 

further influencing the insider. The study findings of (Bellovin, 2008; Bishop, 2013) 

further explains the link between attitude to motivation. Motivation in the study was 

classified as deliberate or accidental to ensure that the model is able to capture all types 

of insider threats.  

The skill-set is also critical for the study since insider attackers without knowledge on 

how penetrate the system is not likely to initiate attacks where resources are protected. 

The attacker need to have the requisite skills to carry out an attack (Boende et al., 2014). 

A case from CMU-CERT shows that the software development background enabled the 
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insider to plant a logic code in the system software. The studies in the literature have also 

explored the concept of the chance to initiate an attack.  

 

Figure 3.5 Motivation to attack 

 Source: (Nurse et al., 2014)  

ii. Observing behavior of trusted personnel [insiders] 

Observation in the model looks at monitoring the physical and cyber behavior of the 

insiders. Observed physical behavior might capture the physical behavior exhibited by 

the insiders such as accessing the building and other resources. Observed Cyber Behavior 

is about monitoring technology related behavior that an insider may show over the 

institution information infrastructure like the use of internet, email and workstations. The 

two observed behaviors are indicative of the potential attack either being done or about to 

happen.    

iii. The Insider  
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The term insider has been defined in literature citing from different scholars (Nostro et 

al., (2014); Gunasekhar, Rao & Basu, (2015); Schultz (2002); Carroll, Greitzer & Roberts 

(2014) and Bishop, et al. (2014).  The insiders can be the employee, contractor, vendors, 

consultant, client and business partner. The external attackers should also be considered 

since they may recruit and work with trusted personnel to help in conducting an attack on 

the institution. The recruiter may be motivated by financial gain which has been 

established in the study and other studies as being a motivator for an attack  

iv. Dissecting the attack  

The attack is the activities that are done by the insider, either accidentally or deliberately 

that will negative affect the university. The attack outcome will be linked to the objective 

of the attacker.  The external attacker should be considered in the model since they can 

recruit the insiders who are driven by the financial gain they may collaborate with the 

external attackers in exposing the system. The steps of attack are similar to those of the 

existing pre-defined notion of Attack Tree by Kammüller, Nurse & Probst, (2016) where 

there is a clear sequence of events before an attack. The Intrusion Kill Chains Hutchins et 

al. (2011), has relevance when looking at the Attack Steps.   

 

Figure 3.6 Steps of Attack 

Source: (Nurse et al., 2014)  
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v. Resources under attack 

The last two elements of the model are the resources; they are the information systems 

with value to the organization and the interest of attack by the insider attacker. The 

second aspect is Vulnerabilities, which are the weakness in the assets or controls 

protecting them such as weak passwords, un-patched web servers and inadequate 

physical security among others.  The model linked the vulnerability in the system such as 

management practices and technological protection techniques.  

 

Figure 3.7 Actor Element 

Source: (Nurse et al., 2014)  

  

 

From the analysis of the elements, it is possible to bring together all of the elements of; 

precipitating events, personal traits, observed behavior, institution state and roles, 

targeted resources. With this model it is possible to characterize the insider the author 

presented their model as shown below figure  
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Figure 3.8 Attack Element 

Source: (Nurse et al., 2014)  

The nurse model presented above shows most the aspects of the model desired in a 

prediction model. It is also easy to implement since the elements in the model are based 

on existing theories in other disciplines such as psychology. The scholars in the research 

recommendations states that some of the elements makes the model difficult to 

implement hence need to look at how they can be made more lighter or activated for the 

model to work at any institution (Nurse et al., 2014).  

2.8.5 Honeypot  

Honeypot is a method used not only to detect the external attackers but can be used for 

internal attackers to trick them into making an attack on false information system in order 

to analyse the techniques that they use for the attack. The vulnerable systems are used to 

collect the methods and techniques that they use in attacking the system. The honeypot is 

an approach that was originally designed for detection of external threats but according 

Lance Spitzner, it can be used as an insider threat detector (Spitzner, 2003).  

David Clock proposed honeypot as an external detection mechanism that was used to 

intercept attack and collect information about the behaviours of the attackers, tools and 

technique they used in attacking systems. Insider with malicious intent may be interested 
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with the ID, password, and confidential files among others. Configuration of honeytoken 

is based on documents or e-mail such as confidential files and placed to the system. The 

insiders have access rights to access Honeytoken, but this is not true. If the user accesses 

the Honeytoken, it raises the question about the malicious intents of the user (Spitzner, 

2003).   

Honey model is best suited in cases where the institution would like to know how and 

where the system vulnerability lies and not as a predictive approach for the insiders. 

Therefore, it provides a good basis for updating a model but does not qualify as a model 

to be modified.  

2.9 Literature Gap  

There are no a lot of data about insider security attack hence there are inadequate 

approaches of measuring the aspect of insider security threat. Mainly institutions that 

have been victims of insider security have concealed such cases because of the sensitive 

nature. Currently, most of the researches are still in progress on the prediction models and 

most of the insider security solutions in existence are based on research. However, the 

current security solutions presented are not satisfactory like the external security 

solutions. The problem with insider security solutions is that the insider has an 

information, access and skills together with understanding of the organizational structure 

with knowledge of internal system security.  It is difficult to protect the internal resources 

using the approaches discussed in the above sections. It is very difficult to use the system 

administrators to protect internal resources. It is because the system administrators, who 

have access to all system resources are as well as insider security system, may have 

malicious intent. They are the biggest insider threat.  This creates the need to look at a 
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model that is predictive. The model should not detect what has already been done but be 

able to tell us what is likely to take place and be able to secure the systems before it 

happens. 
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 CHAPTER THREE   

 RESEARCH METHODOLOGY 

3.0 Study Area 

 The study focused on information systems in two selected public universities in Kenya. 

The university is an institution of higher learning where different courses are offered 

from different levels starting from diploma, undergraduate and post-graduate. In Kenya, 

universities are mainly categorized into public and private universities. The selected 

public universities are under the government management under the ministry of higher 

education.  

3.2 Research Design 

Research design is important because it tell the readers the approach used in collecting 

data and hence the findings of the study. This study used quantitative approach. One of 

the reasons for choosing quantitative design is that they provide an actual bottom-line or 

dollar amount of the associated costs making them appealing in terms of non-technical 

decision making processes (Creswell et al., 2003). Quantitative models designed for 

information security analysis are mostly specific to organizational contexts. In this case it 

was suitable in the context of selected public universities in Kenya.  There was a need to 

generalize the research findings of the study to other selected public universities and even 

private universities (Creswell et al., 2003).  
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3.2.1 Study Units 

Table 4.1 Study Units 

 Specific objective Study population units Measurable variables 

indicator 

Research 

design 

1 Establish 

information 

systems security 

insider threat in 

selected public 

universities in 

Kenya 

 Information systems expert 

 Decision makers (head of 

section/departments/faculty) 

  Information systems users 

Age  

Training level 

Unauthorized access to 

data 

Descriptive  

 

2 Evaluate security 

mechanism in 

place in selected 

public universities 

in Kenya 

 Network administrators 

 ICT technicians 

 Data/database administrators 

 Information security experts 

Physical security 

measures in place (door) 

Security software installed 

Hardware security 

mechanism  

Correlation  

 

3 update an insider 

system security 

attack prediction 

model for insider 

security threats  

 

 Design procedures (factors or 

threats of security systems 

from insiders) 

 Updating the model  

 Testing the model 

 Data collection  

Application of existing 

models 

 Update  Existing models 

 

Source: Researcher (2016) 
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3.3 Quantitative Approach  

The quantitative research approach is one that the researcher uses to post-positivist claims 

for the developing knowledge. It is a method that one uses the strategies of inquiry such 

as questionnaire s, experiments and collects data using instruments that yields statistical 

data (Creswell, 2003). Although there is no hypothesis in the study to be tested, 

quantitative approach is largely referred to as hypothesis-testing research  

3.4 Research Strategy  

The research strategy was a general plan of how the study was used to address the 

research questions of the research study. The study strategy presents the intention to 

collect data and consider the constraints that the researcher faced in accessing data, 

location, ethical issues and money (Thornhill et al., 2003). 

3.5 Sample Selection  

This section outlines the study population, sampling techniques, target population and 

sample population of the study and how it was accomplished.  

3.5.1 Study Population  

According to Coolican (2014) target population is the entire set of units that the 

questionnaire data was used to inference. It means that the target population is that which 

the final results was generalized and it is from the target population that the researcher 

gets the sample population. The target population for the study was the two selected 

public universities in Kenya. The university employees especially those with access to 

information systems were the main target of the study.  Therefore, actual population in 

this study that was established and accessed was as follows: information systems users, 

information system security policy enforcers, ICT experts, and heads of departments.   
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The following two universities were explored more since they are the area of study. The 

University of Interest was University of Eldoret and Kibabii University. University of 

Eldoret is Chartered Public University is approximately 9 kilometre from Eldoret town. It 

is located along the Eldoret-Ziwa road in Uasin Gishu County. The university has nine 

schools and faculties and one satellite campus; the Eldoret town campus. The vision of 

the university is to be a premier university that is globally visible in knowledge 

generation and technological innovations. This makes the current study more relevant on 

technological innovation and security of the information systems.  The mission is to 

provide high quality education and training, in Science, Agriculture and Technology that 

promotes networking, partnerships and linkages with other institutions and industry. The 

structure of this university is as per the schools and faculties of university of Eldoret 

include; School Agriculture and Biotechnology, Schools of Business and Management 

Sciences, School of economics, school of education, School of Engineering, School of 

Environmental Studies, School of Natural Resource Management and School of Science.  

The schools/faculties offer diploma, undergraduate masters and doctoral degree 

programs. The ICT services in the University are under ICT Directorate. The directorate 

coordinate the running of the information systems in the entire university. Under the 

leadership of the ICT director, they formulate the ICT policies, deploy them and monitor 

their use by the university staff. In 2013, the university deployed the Enterprise resource 

planning (ERP) which has been praised as most successful. They allocate resources to the 

university users both students and staff members. According to the end of year speech by 

Prof. Akenga, there were over 17,000 enrolled in University of Eldoret. There are over 

1,500 employees at the University of Eldoret.   
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Kibabii University Chartered Public.  It is just 7 kilometres from Bungoma Town along 

the Chwele road traces its root from Kibabii Teachers Training College Bungoma 

County. The college was converted to a university college in August 2011 and it was 

gazetted as a constituent college of Masinde Muliro University and Technology through 

the legal notice No. 115. The current population of the university is over 6,000 students 

with estimated 2,000 employees. The university vision is to be a global and dynamic 

University of excellence in Science, Technology and Innovation. The vision coincides 

with the study topic on issues to do with security of the information systems. Technology 

and innovation is process that involves the use technologies such as the information 

systems. Kibabii University is anchored on the mission to achieve excellence in 

generation, transmission and enhancement of new knowledge in Science, Technology and 

Innovation through quality Teaching, Research, Training, Scholarship, Consultancy and 

Outreach programmes as per the university website.  

 

3.5.2 Sampling Technique  

The elements of sampling are to have part of the population drawn to represent the entire 

population. Stratified random sampling was used to get the representation of the two 

strata of Kibabii University and University of Eldoret. The technique is more suitable 

since it reduces the sampling error and improves the representation of the sample (Hair et 

al., 2010). Simple random sampling was used after stratification of the sample to get 

proportionate representation of each stratum.    
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3.5.3 Sample Size  

The size of the sample determines the statistical accuracy of the findings. The sample size 

is a function of change in the population parameters being, it estimates the quality 

required by the researcher (Wegner, 2000). The sample size for the study was based on 

statistical table as provided by Krejcie and Morgan (1970), (Appendix B). The formula 

for determining sample size as presented is given as:  s= X
2
NP(1-P)÷d

2
(N-

1)+X
2
P(1-P) 

Where:  

s –sample size desired 

N=the population size 

P= the population proportion (assumed to be 0.50 since it will give maximum sample 

size) 

d = the degree of accuracy expressed as a proportion (0.05) 

3.5.3.1 Determination of the Population     

The population sample was obtained from the people who use information as indicated in 

the study units based on the research objectives. The population represents the numbers 

from Kibabii University and University of Eldoret.  

Table 4.2 Sample Size of Information System Experts and Users  

 

Role or title of respondents  Population 

(N) 

Sample 

size (n) 

Confidence 

level 

Information systems expert 45 41 95% 

Information systems users 260 155 95% 
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Total 305 196 95% 

 

Source: Researcher (2016) 

Information systems experts  

X
2
NP(1-P)÷d

2
(N-1)+X

2
P(1-P) 

At 95% confidence level table value of X
2
 from the Chi-Square at df -1 table is 3.84 

(1.96
2
) 

N=45  P= 0.5 d=0.05 

3.84
*
45*0.5(1-0.5)÷0.05

2
(45-1)+3.84

*
0.5(1-0.5) 

=43.2/1.07=40.4 ~=41 

Sample size for information system user population of 260 

X
2
NP(1-P)÷d

2
(N-1)+X

2
P(1-P) 

X
2
=3.84 (table value of 1.96) 

N= 260 P=0.5 d=0.05 

3.84*260*0.5(1-0.5)÷0.05
2
(260-1)+3.84*0.5(1-0.05) 

249.6/(0.6475+0.96) 

=249.6/1.6075 =155.272  ~=156 

3.6 Data Collection Instruments   

There are two main techniques to collection of data about problem, situation or 

phenomenon. Sometimes the data the researcher is looking for is available and only needs 
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extraction. There are other situations such as the current study where data must be 

collected (Hair et al., 2003).   

3.6.1 Questionnaire  

In this study quantitative questionnaire was used as an instrument of data gathering. Since 

the aim of the study was to establish the mechanisms in place for insider security threat. 

There were two sets of questionnaire; one for the system users and the other for the 

information systems experts (Appendix A). The questionnaires were designed based on 

the research objective and the information each group was expected to contribute to the 

study. A questionnaire is an approach was used to gather primary data from information 

system users.  

3.6.2 Data Collection Procedures 

The introduction letter for data collection was obtained from Kisii University used for the 

introduction of the researcher to the institution authorities and the respondents.  The 

researcher acquired a permit to carry out research from the National Council of Science 

and Technology (NACOSTI). The introduction letter and the research permit were 

presented to the selected universities who granted permission to carry out study in their 

institutions. The questionnaires were given to the respondents in person. The researcher 

used a drop and pick later approach for the questionnaires. The method was used to 

overcome time and costs limitations. The letters and permits acquired (Appendix D) are 

attached.  

3.7 Quality Control   

Reliability and validity are two concepts that one must focus on when it comes to coming 

up with correct data and answers to the research questions on the research design 

(Saunders et al., 2003). 
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3.7.1 Validity  

The reality of the results as they appear is referred to as validity of the results (Saunders 

et al., 2003). Validity defined as the level at which data collection method or methods 

accurate measure what they were intended to measure (Saunders et al., 2003). Cooper 

and Schindler (2003) believe that validity refers to the level at which a test measure what 

we actually wish to measure.  Numbers of different steps were taken to taken to ensure 

the validity of the study: The sources of data collection was reliable sources, from the 

respondents who actually uses the information systems of the institutions and are in 

charge of securing the information systems; questionnaire  question were designed based 

on literature review to ensure the validity of the result; questionnaires were tested using 

pilot test before the start of the actual questionnaire and data was collected through a 

short period of two weeks which ensures no major events would take place to render data 

collected as invalid.  

3.7.2 Reliability  

According to Saunders et al. (2003), reliability is the level to which data collection 

method will result into the consistent findings, similar observations would be realized or 

conclusions made by other investigators or there is transparency in the way data was 

collected from the field. SPSS software provides Reliability Analysis Statistics.  The 

purpose of reliability test is for testing of the measurement of scales and the items it 

measures. Statistics: descriptive for every variable and the scale, inter-item correlations 

and covariance, ANOVA tables and reliability estimates were used in the study.  Alpha 

Cronbach‘s test also was done has insider security mechanisms the results were tested 

and interpreted where a value more than 0.8 shows that there is strong reliability of the 

questions.  
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3.7.3 Pilot Test  

The purpose of a pilot test was to detect any weaknesses in the design and 

instrumentation and offer sample data. It was a process that simulated the procedures and 

steps that are put in place to be implemented during the actual processes (Cooper and 

Schindler, 2003). In this study, pilot test was carried. This exercise was aimed at 

eliminating ambiguity and improves on the quality of the data that was collected. The 

pilot study was carried out with the help of students doing masters at Kisii University. 

They were easily accessible and they are information systems experts hence their input 

was valuable and relevant for the study.  Through the experts, the research questions were 

reviewed to bring out the study objectives. The students in this class composed of system 

users and information systems experts.  

3.8 Data Analysis  

After data collection is completed, data analysis was the next step. To summarize and 

organize the data several procedures are performed during the data analysis stage 

(Zikmund, 2000). For quantitative data analysis, statistical tools of Microsoft excel and 

SPSS were used for data input and analysis. The statistical results were presented in 

graphical and tabular form with description. IBM Statistics (Version 21) was used by the 

researcher to analyse the data that collected.   

3.9 Ethical Consideration  

The research ethical approach to study included the elements of responsibilities to 

participants, voluntary consent to give information, right to withdraw from the process, 

and ethical record keeping (BERA, 2011). The research ethical consideration was 

observed in the process of identifying, requesting for and collection of data from the 

respondents. Letters and permission were sought from relevant authorities. Only willing 
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respondents participated in the exercise without undue pressure. It means that those who 

were not willing were not be forced or coerced in taking the questionnaire.  The names or 

any identification details of the respondents were not required for the respondents to take 

the questionnaire. All of the views expressed by the respondents were used only for the 

academic research only and not published for any other purposes.    
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 CHAPTER FOUR  

 DATA ANALYSIS AND INTERPRETATION  

4.0 Introduction  

The purpose of this study was to establish insider security threats detection mechanisms 

and develops a model for detection of insider security system threats in selected public 

universities in Kenya. It further examined the gender, age and general knowledge of 

information systems users in relation to adhering to the security policy in place, the years 

of experience of the IT experts, the level of education, special training on ICT security on 

how they affect the systems security enforcement of the experts. There were three 

fundamental objectives that drove the collection of data and subsequent analysis. The 

objective of establishing the insider threats for information systems that universities face, 

the mechanisms put in place to deal with the insider threats and the third objective was to 

come up with a framework for detection of insider threats.    

4.1. Response Rate 

The study had two sets of sample population, the information systems experts and the 

information system users. The researcher got back 65 responses that is 82% 

representation of the feedback from the sample population. There were 4 questionnaires 

that were rejected and could not be used in the final work because they contained a lot of 

missing data or the respondents gave their personal details on the questionnaires hence 

could not be used for the study. The analysis for information systems users used 61 

responses from the two universities.  
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Table 5.1 The Rate of Response for Sample Population 

 Information 

systems 

experts 

Information 

systems users  

Total  

Target Sample size 41 155 196 

 Realized  29 103 132 

Rate of response (%) 70 66 67 

(Source: Researcher 2016) 

According to Williams (2014), the above response rates are acceptable since they are 

above 50% hence data analysis was done based on the response.  There were 29 

responses from experts while 103 were information systems users.  The data was coded 

into two data sets for information systems experts and information systems users since 

they had different sets of questions.  

4.2 Missing Value  

This section carried out analysis to establish the missing values from the data. It was an 

essential exercise in the study because respondents who have never witnessed insider 

threat incident were not allowed to continue answering the questions. The responses with 

large number of missing values were excluded from the analysis. The missing variables 

were coded with value 9 to represent data that was missing in SPSS.  

4.3 Reliability and Validity Tests 

This section presents reliability test. 
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4.3.1 Cronbach Alpha Coefficients   

The test of reliability is carried out using the Cronbach‘s test as tabulated below.  

 

 

Table 5.2 Reliability Test 

Reliability Statistics 

Cronbach's 

Alpha 

N of Items 

.905 7 

The above table shows the test of reliability with the reliability statistics where 7 items 

were tested and the results shows a value of 0.905 which very high which indicates that 

there is a strong consistency among the seven motivations for insider attack items.  

The study also tested to establish the effect if one of the items from the seven motivations 

of insider attackers was removed on the reliability of the other items. The results are 

tabulated below in table below. 

Table 5.3 Scale Mean if Item Deleted 

Item-Total Statistics 

 Scale Mean 

if Item 

Deleted 

Cronbach's 

Alpha if 

Item 

Deleted 

Attackers are motivated by financial gain 17.1000 .869 

Attackers are motivated by disgruntlement 16.6500 .871 

Attackers are motivated by revenge 17.0500 .899 

Attackers are motivated by getting attention 16.6000 .902 

Attackers are motivated by no reward 17.1500 .929 

Attackers are motivated by no promotion 16.8500 .867 

Attackers are motivated by espionage 17.4000 .884 

 

From the above table, it is only attackers motivated by no reward item that would 

increase the level of overall reliability if it was deleted from a value of .916 to .929. 

Removing either revenge as motivation and getting attention does not significantly lower 
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the reliability of the items. However, the motivations of insider attackers as financial 

gain, disgruntlement, no promotion and espionage if either one of them is removed 

lowers the internal consistency of the items below .902 but not lower than .867 which is 

still an acceptable level of reliability in social science.  

4.4 Tests for Assumptions of Normality  

The study used of Kolmogorov-Smirnov (K-S) and the Shapiro-Wilk (S-W) for the tests 

of the assumption that the study data are drawn from a normally-distributed population. 

The two tests were used because the data is interval data. The two tests were done to test 

the null hypothesis that all data come from a normally-distributed population. Therefore, 

alternate hypothesis is that data come from a population that is not normally distributed. 

The use of the two tests was to validate each other. The significant tests for p is less than 

0.05(p<0.05) for accepting the null hypothesis. The test for normality is important for 

other statistics such as ANOVA which make assumption that data is normally distributed.  

 

Table 5.4 Tests of Normality 

 Tests of Normality 

 Gender of 

Respondents 

Kolmogorov-Smirnov
a
 Shapiro-Wilk 

 Statistic df Sig. Statistic df Sig. 

Attackers are motivated by 

Financial Gain 

Male .204 15 .093 .860 15 .024 

Female .235 7 .200
*
 .856 7 .139 

Attackers are motivated by 

disgruntlement 

Male .245 15 .016 .836 15 .011 

Female .236 7 .200
*
 .806 7 .047 

Attackers are motivated by 

Revenge 

Male .250 15 .012 .823 15 .007 

Female .241 7 .200
*
 .937 7 .609 

Attackers are motivated by 

espionage 

Male .172 15 .200
*
 .925 15 .230 

Female .267 7 .140 .894 7 .294 

*. This is a lower bound of the true significance. 

a. Lilliefors Significance Correction 
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The test for normality distribution was carried out on three variables, which were seeking 

the opinion of the respondents on motivation of the insiders attacking the information 

systems. They were factored by gender for male and female. The statistics for Kolmogrov 

Smirnov shows the value greater than 0.05 apart from only two variables; the motivation 

of disgruntlement and revenge as factor by male is less than 0.05. Shapiro-Wilk gives 

similar results with additional of motivation of financial gain for male. Based on the 

above statistics visual analysis of the variable to establish if the null hypothesis can be 

accepted or rejected should be done.  

4.5 Security Threats in the Universities  

4.5.1 Establish Insider Threats in Selected public universities in Kenya 

This section addressed the first research question on the insider security threats that 

selected public universities are facing today. The researcher sought to establish if 

universities have been a victim of insider security attack or the vulnerability of the 

systems that exposes the system to threats. 

4.5.1.1 Witnessed or Probed the Insider Security Incidences  

The statistics in this section seeks to establish if there has been any. The experts and the 

information systems users were asked if they had witnessed heard or probed insider 

security attacks.   Most of the respondents at 79% stated that they had witnessed it in the 

current work station. However, there were 20% of the respondents who said that they had 

not witnessed, probed or encountered insider security attacker in the current work station. 
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4.5.1.2 Experts Witnessed or Aware of Insider Attack Incident  

 

 

Figure 5.1 Users Witnessed or Aware of Insider Attack Incident 

The pie chart above shows results of the information system users on whether they have 

witnessed, heard or probed insider attack in the university particularly in their 

departments or sections. Slightly more than half of the respondents (52%) said that they 

have come across the incident but 48% said they had not.   

Based on the results from the information systems experts and the information systems 

users, it is clear that insider security attacks do occur or have happened in the selected 

public universities. The first research question is addressed by more than 50% in each 

category of those that stated they have witnessed, experienced or even been victim of 

insider security threat.  
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4.5.1.3 Activities Carried Out  

The study further sought to establish some of the activities that the insiders carried out.  

 
Figure 5.2 Activities Carried Out 

The study sought to find out some of the activities that insider attackers carried out. Most 

of the insider attackers targeted modification of files in the system. The study established 

that about 45% stated that the activities carried out were modification of files that they 

had no authorization of modifying. The study further established that about 34% of the 

attackers carried out activities that defrauded the institution. In this case they were after 

financial gain. However, about 17% that disclosed the confidential information.  
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4.5.2 How the Respondents Know the Insider Attacker Incidents  

The question sought to establish how information on incident of the insider attacker in the 

institution.  

4.5.2.1 Heard or Know About Insider Incident  

 

Table 5.5 How they Heard or Knew About Insider Incident 

 

 Frequency Percent Valid Percent Cumulative 

Percent 

Valid 

Department Meeting 5 17.2 22.7 22.7 

Involved in Investigation 7 24.1 31.8 54.5 

From Colleagues 6 20.7 27.3 81.8 

University Reports 4 13.8 18.2 100.0 

Total 22 75.9 100.0  

Missing 9.00 7 24.1   

Total 29 100.0   

 

The above table shows the means of how they get information on the insider incidents on 

those who said they had witnessed, heard or aware of insider incidents in the university. 

27% of the respondents stated that they become aware from friends while most of the 

respondents are people involved in the investigation of the insider incidents at 31% it is 

worth noting that university reports was listed as the least means of knowing that insider 

incident has occurred at 18%.  The results excludes those who said they did not know of 

any insider incident.  
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4.5.2.2 Action Taken Against Insiders  

The study sought to find out about the actions that those who were found to be the 

insiders in the institutions and the results are presented in the table below.  

 

 

Table 5.6 Action Taken Against the Insider Attacker 

 

 Frequency Percent Valid 

Percent 

Cumulative 

Percent 

Valid 

Insider Terminated 4 13.8 18.2 18.2 

Suspended and forced to 

resign 
6 20.7 27.3 45.5 

Demoted 9 31.0 40.9 86.4 

Transferred to other 

department 
3 10.3 13.6 100.0 

Total 22 75.9 100.0  

Missing 9.00 7 24.1   

Total 29 100.0   

 

The frequency table above shows that most of the individual found to have attacked the 

system and they have access to it was demoted at 41% while 27% of the culprits were 

suspended and forced to resign. There was no reporting of the case to the police as per 

responses from the experts. There was 24% missing which are linked to most who said 

they never heard, probed or witnessed insider security threat.  
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4.5.2.3 Activities Carried Out  

The study sought from experts on this that the insider had done. The results are presented 

in the table below; 

Table 5.7 Activities Carried Out or Aim of the Attacker 

 

 Frequency Percent Valid 

Percent 

Cumulative 

Percent 

Valid 

Disclosed confidential 

information 
6 20.7 27.3 27.3 

Defrauded the 

institution 
6 20.7 27.3 54.5 

Modified files they had 

no authentication 
10 34.5 45.5 100.0 

Total 22 75.9 100.0  

Missing 9.00 7 24.1   

Total 29 100.0   

 

The results show that 46% of the insider incidents involved illegal modification of files. 

There were 27% of the respondents who said they either disclosed confidential 

information and same score said they defrauded the institution. It indicates that most of 

the cases in the public university targeted access to files that the users did not have 

access.  
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4.5.2.4 Damage Causes as a Result  of Insider Activities  

The study sough to establish the damages that insider threats caused to the university 

system when they occurred. The results are presented in the table below;  

Table 5.8 Damage Was Done/Effects of the Insider Activities 

 

 Frequency Percent Valid 

Percent 

Cumulative 

Percent 

Valid 

Defrauded the 

University 
8 26.7 27.6 27.6 

Services Stopped 16 53.3 55.2 82.8 

Deleted Files 5 16.7 17.2 100.0 

Total 29 96.7 100.0  

Missing System 1 3.3   

Total 30 100.0   

 

The frequency table above shows that 55% of the incidents resulted to services stopping 

at the university. It means that things were not running normally and essential services 

were not being offers. 27% of the respondents said that insider incidents results to loss of 

money (defrauded the university) with about 17% stating that files were deleted during 

the incidents.  

4.6 Mechanisms in Place in Universities Against Insiders  

The objective was to examine the current mechanisms that the university has put in place 

to control insider security threats. Since it is evident that selected public universities have 

experienced insider security breaches, it is essential to establish the measures in place in 

dealing with the insider threats. The literature identified several mechanisms that are 

being used in other institutions to counter insider security threats; the study divided the 

measures into technology, personnel and procedures or processes. The respondents were 

asked to what extent they agree or disagree with the statements on some of the practices 
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and mechanisms in place for security measures against insiders. There were elements 

dropped after pilot study and the remaining elements are in the questionnaire for 

information system users from question 6-18 

Table 5.9 KMO and Bartlett's Test 

KMO and Bartlett's Test 

Kaiser-Meyer-Olkin Measure of Sampling 

Adequacy. 

.709 

Bartlett's Test of 

Sphericity 

Approx. Chi-Square 607.14

8 

Df 66 

Sig. .000 

 

The Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy was carried out and it 

indicates the proportion of variance in the variables that might be caused by the 

underlying factors. The KMO value for instruments was 0.709, which was acceptable as 

the middling value (Kaiser, 1974). Additionally, Bartlett‘s test of sphericity tests for the 

hypothesis that the correlation matrix is an identity matrix was done. The test was 

significant which means that the variables are unrelated and therefore unsuitable for 

structure detection. The Bartlett‘s test shows that there is statistical significant level 

hence the variables were accepted for further study.   
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4.6.1 Factor Analysis  

 

Table 5.10 Total Variance Explained 

Total Variance Explained 

Component Initial Eigenvalues Extraction Sums of Squared 

Loadings 

Rotation Sums of Squared 

Loadings 

Total % of 

Variance 

Cumulativ

e % 

Total % of 

Variance 

Cumulativ

e % 

Total % of 

Variance 

Cumulati

ve % 

1 3.452 28.764 28.764 3.452 28.764 28.764 3.229 26.912 26.912 

2 1.512 12.596 41.360 1.512 12.596 41.360 1.493 12.442 39.354 

3 1.317 10.973 52.333 1.317 10.973 52.333 1.435 11.955 51.309 

4 1.130 9.420 61.753 1.130 9.420 61.753 1.204 10.035 61.344 

5 1.035 8.629 70.382 1.035 8.629 70.382 1.085 9.039 70.382 

6 .805 6.710 77.092       

7 .710 5.913 83.005       

8 .678 5.650 88.656       

9 .536 4.469 93.125       

10 .455 3.793 96.918       

11 .274 2.283 99.201       

12 .096 .799 100.000       

Extraction Method: Principal Component Analysis. 

 

Factor analysis was carried out to extract various mechanisms that are being used in 

guarding against insider security threats in selected public universities. The method of 

extraction was Principal Component Analysis. Kaiser recommends that factors with 

eigenvalues greater than 1 should be retained. Five factors with eigenvalues greater than 

1 were extracted and it accounts for about 70% of the variability in the original variables. 

The table above shows the factors that were extracted, factor loading and rotation factors 

presented.    
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Table 5.11 Factor Loading for Mechanisms Against Insider Security 

Rotated Component Matrix
a
 

 Component 

1 2 3 4 5 

Trained by the university on security protection 

methods for information systems 

.927 .052 -.030 -.031 .081 

Trained regarding password strength, complexity 

and scheduled changes? 

.823 -

.067 

-.093 -.173 -.081 

Strong and mandatory password change after a 

period of time 

.726 -

.158 

.061 .025 .146 

Frequency of change your password -.217 .594 -.386 -.182 -.126 

Give sensitive or confidential digital information to 

county or state regulators without proper 

authorization 

.023 -

.169 

.710 .060 .208 

Discuss or disclose sensitive or confidential digital 

information during personal conversations while at 

work 

-.506 .564 -.067 .224 .156 

Discuss or disclose sensitive or confidential 

information with non-employees while away from 

work 

-.042 -

.085 

-.015 .908 -.030 

You aware of methods external system attackers 

can get confidential digital information from you 

-.913 .101 .046 -.201 -.026 

The university trained you how to recognize a 

legitimate warning message 

.071 .039 .106 -.005 .902 

I manually lock your computers when you are away 

from your desks 

.026 .799 .102 -.082 .016 

The institution allow you to install programs on the 

university computers 

.130 -

.044 

-.652 .390 .016 

Institution has a well-accepted "Bring Your Own 

Device" policy in place 

-.055 .320 .560 .250 -.388 

Extraction Method: Principal Component Analysis.  

 Rotation Method: Varimax with Kaiser Normalization. 

a. Rotation converged in 7 iterations. 

The table above is the rotated matrix table using Varimax with Kaiser Normalization. It 

gives how individual factor relates with the component. The component with values 

higher than 0.6 are regarded as with high relationship with the component since variance 
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is high. The score is measure from 0 to 1 where scores close to 0 are weak relations and 

those close to 1 shows strong correlation.  

 

Table 5.12 Factor and Mechanism used in Public University 

Factor  Item  Factor 

loading 

Mechanism 

name 

1 Trained by the university on security protection 

methods for information systems 

0.927 Information 

Security 

awareness 

Trained regarding password strength, 

complexity and scheduled changes? 

0.823 

strong and mandatory password change after a 

period of time 

0.726 

2 Discuss or disclose sensitive or confidential 

digital information during personal 

conversations while at work 

0.564 Manage 

organizational 

culture  

I manually lock your computers when you are 

away from your desks 

0.799 

you aware of methods external system attackers 

can get confidential digital information from 

you 

0.101 

Frequency of change your password 0.594  

3 Institution has a well-accepted "bring your own 

device" policy in place 

0.560 Information 

Security 

policy 

Give sensitive or confidential digital 

information to county or state regulators without 

proper authorization 

0.710 

4 Discuss or disclose sensitive or confidential 

information with non-employees while away 

from work 

0.908 Access 

control  and 

authentication  

The institution allow you to install programs on 

the university computers 

0.390 

5 The university trained you how to recognize a 

legitimate warning message 

0.902 Physical 

access control 
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The literature groups the security mechanisms into informal, formal and technical 

mechanism. The grouping below shows that selected public universities use a combine of 

the mechanisms as categorized below.  

(a) Security awareness- security awareness or education is often seen as one of the 

mechanism that institutions use is protecting the systems. Training of the 

information users on security protection methods, trained regarding password 

strength and strong and mandatory password change. The factors are training of 

employees on the methods of protecting the information systems and the need of 

having a strong and period change of password.   

(b) Manage organizational culture- this is a mechanism that is aimed at having a 

culture which protects the information and related resources. Ensuring that 

information users do not disclose information while away from work and having a 

policy on how users can access critical resources are key mechanisms captured as 

factors in the above table.  

(c)  Security policy- there is a security policy in place for protection of the 

information systems. It is a mechanism that can be used in against insider security 

attackers. The factors in this mechanism are disclosure of confidential digital 

information during personal conversations and installation of programs on 

university computers. If the information system can install programs then they 

have administrative rights and it can affect the security of the information system. 

(d) Authentication and access control- the two mechanisms have been combined 

although in literature they are explored separately. Training on password strength 

and recognizing legitimate warning message are part of access control while 

manually lock of the computer access control mechanism.  
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(e) Physical access control- remote access is accessing the systems away from the 

university premises and giving information to regulators without authorization is 

about physical access control mechanism.  

4.7 Motivators of Insider Security Threat   

 

In order to come up with insider security model, it is important to understand the 

motivators of insider security threat. Both the information systems experts and the 

information systems users were surveyed on the possible motivators for trusted person in 

the public university to breach information systems security policy.  

4.5.1 Insider Attackers are Motivated by Financial Gains 

 

Table 5.13 Insider attackers are Motivated by Financial Gains 

Insider attackers are motivated by Financial Gains 

 System experts  System Users 

 Frequency Percent Frequency Percent 

Valid 

Strongly 

Agree 
15 50.0 73 45.3 

Agree 9 30.0 54 33.5 

Not Sure 3 10.0 1 .6 

Disagree 2 6.7 33 20.5 

Total 29 96.7 161 100.0 

Missing System 1 3.3   

Total 30 100.0   

 

 

 

The table above shows the frequency results of the information experts and users when 

asked about financial gain being the motivator for insider attackers about 80% of both 

users and experts of the information systems agreed that financial gain is the reason for 
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insider attackers. There were 10% of the experts who said they were not sure but 20% of 

the users felt that financial gain was not a motive.   

4.7.2 Insider Attackers are Motivated by Disgruntlement 

 

 

Table 5.14 Insider Attackers are Motivated by Disgruntlement 

Insider attackers are motivated by Disgruntlement 

 System experts  System Users 

Frequency Percent Frequency Percent 

Valid 

Strongly 

Agree 
6 20.0 79 49.1 

Agree 14 46.7 48 29.8 

Not Sure 5 16.7 31 19.3 

Disagree 4 13.3 2 1.2 

Total 29 96.7 1 .6 

Missing System 1 3.3 161 100.0 

Total 30 100.0   

 

The frequency table shows the responses for the information system users and experts on 

the statement that insider attackers are motivated by disgruntlement. 67% of the expert 

users said that insiders are disgruntled while about 79% of the information users had the 

same view. About 17% and 19% of the system experts and systems users were not sure 

about disgruntlement as the motive for attackers. Based on the responses above there is 

agreement among the users and experts that insiders who are disgruntled pause a security 

threat to the organization.   
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4.7.3 Insider Attackers are Motivated by Revenge 

 

Table 5.15 Insider Attackers are Motivated by Revenge 

 

 

 

Revenge as per the literature was found to be a motivator of insider attackers. The 

responses from the information systems highly support this opinion with about 97% 

agreement that revenge drives insiders to pose as threats. However, information systems 

experts were divided on this statement with 70% agreeing that revenge is a motivator but 

13% remained neutral with similar score disagreeing with the statement. Revenge is seen 

as a strong motivator among the systems users as well as systems experts.  

 

 

 

 

 

 

Insider attackers are motivated by Revenge 

 Systems experts System users 

Frequency Percent Frequency Percent 

Valid 

Strongly 

Agree 
12 40.0 89 55.3 

Agree 9 30.0 69 42.9 

Not Sure 4 13.3 3 1.9 

Disagree 4 13.3   

Total 29 96.7 161 100.0 

Missing System 1 3.3   

Total 30 100.0   
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4.7.4 Insider Attackers are Motivated by Getting Attention 

 

Table 5.16 Insider Attackers are Motivated by Getting Attention 

Insider attackers are motivated by getting attention 

 System experts System users 

Frequency Percent Frequency Percent 

Valid 

Strongly Agree 1 3.3 15 9.3 

Agree 7 23.3 35 21.7 

Not Sure 8 26.7 39 24.2 

Disagree 9 30.0 72 44.7 

Strongly 

Disagree 
4 13.3   

Total 29 96.7 161 100.0 

Missing System 1 3.3   

Total 30 100.0   

 

 

The frequency table above shows that most of the information systems experts and users 

felt that insider attackers are not motivated by seeking attention. 26% of the experts and 

31% of the users agreed that they seek attention. However, 44% of the systems users and 

43% of the experts disagreed with the statement that insider attackers are motivated by 

seeking attention from the management or other colleagues.  
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4.7.5 Insider Attackers are Motivated by Not Rewarded 

Table 5.17 Insider attackers are Motivated by not Rewarded 

 

 System Experts System Users 

Frequency Percent Frequency Percent 

Valid 

Strongly Agree 4 13.3 3 1.9 

Agree 11 36.7 113 70.2 

Not Sure 5 16.7 32 19.9 

Disagree 4 13.3 13 8.1 

Strongly 

Disagree 
5 16.7   

Total 29 96.7 161 100.0 

Missing System 1 3.3   

Total 30 100.0   

 

 

The above table shows results of the systems experts and system users on the statement 

that insider attackers are motivated by lack of reward. 49% of expert and 72% of the 

information users agreed that lack of reward is likely to drive an insider to become hostile 

to the information system and the information system security policy. 29% of the experts 

did not agree with the statement. It suggests that most of the information users agree 

compared to information system experts. It should be noted that about 20% of the experts 

were not sure if this is a motivator.  
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4.7.6 Insider Attackers are Motivated by Lack of Promotion 

 

Table 5.18 Insider Attackers are Motivated by Lack of Promotion 

 

 Frequency Percent Frequency Percent 

Valid 

Strongly 

Agree 
10 33.3 39 24.2 

Agree 10 33.3 92 57.1 

Not Sure 2 6.7 1 .6 

Disagree 7 23.3 29 18.0 

Total 29 96.7 161 100.0 

Missing System 1 3.3   

Total 30 100.0   

 

67% of the information systems experts agreed the statement that insider attackers are 

motivated by lack of promotion. The statement was also agreed at 81% of the information 

systems experts. 23% of experts disagreed as well as 18% of users with the statement that 

insiders are motivated by lack of promotion to attack the system.  
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4.7.7. Insider Attackers are Motivated by Espionage 

 

Table 5.19 Insider Attackers are Motivated by Espionage 

 

 Frequency Percent Frequency Percent 

Valid 

Strongly Agree 1 3.3 38 23.6 

Agree 10 33.3 91 56.5 

Not Sure 6 20.0 3 1.9 

Disagree 8 26.7 29 18.0 

Strongly 

Disagree 
4 13.3   

Total 29 96.7 161 100.0 

Missing System 1 3.3   

Total 30 100.0   

 

Espionage in literature was seen as greatest motivator among corporates on trade secrets, 

the study sought to find out if it is also a motivator in selected public universities.  The 

experts did not think that espionage was a motivator with 39% disagreement and further 

20% remaining neutral on the issue. However, over 80% of the information systems users 

were of the opinion that espionage was the reason for insider attackers. It suggests that 

experts and users had differences in opinion on the issue of espionage for the insider 

threat.  
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4.8 Summary  

The chapter has presented the results analysis for the study based on the objectives. There 

were two sets of data; for information systems experts and information systems users. 

The study findings show that selected public universities have insider security incidences 

where respondents stated they have experienced witnessed or probed insider threat 

incidents. The independent variables of the study are; human, physical and system risks. 

Through factor analysis, the study has explored each variable on how they affect the 

security of the system. The analysis established that human factors are not being taken 

into consideration by the selected public universities because training of the information 

users and organization culture factors were not being implemented. The universities do 

not report in official reports the insider incidents where most respondents hear about it 

during staff meeting when they are briefed to probe while others hear from colleagues.  

The study further establishes that there are several factors that make it possible for the 

insiders to successfully executive malicious activities. These are the intervening variables 

of the study conceptual framework. About the motivators of insider attack, the study 

concludes that all motivators are present apart from seeking attention by the attackers.  

The dependent variables of the study were tested. Loss of integrity of data, fraud and 

theft of intellectual property were witness as a result of insider attackers. Modification of 

the files was the main activities in the incidences where insider attackers modified files 

they were not authorized to alter.  
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 CHAPTER FIVE 

DISCUSSION AND CONCLUSION 

5.0 Introduction  

The research sought to establish detection strategies for malicious insiders in selected 

public universities in Kenya. The intent of this study was to collect data that facilitated a 

comprehensive analysis and development of insider threat detection and mitigation 

framework for selected public universities. This section presents the summary of the 

findings of the study, discussions in relation to the literature and the conceptual model 

and updating an insider system security attack prediction model.  

5.1 Discussion  

The role that staff and other players have in the organization is paramount despite the 

technological advancement. It means that organization including the academic 

institutions need information systems to be able to accomplish different tasks. The 

discussions are structured as per the research objectives.  

 Objective one: Establish information systems security insider threats in selected 

public universities in Kenya 

The study established that 79 per cent of the information experts and 52 per cent of the 

information systems experts have heard, probed, or witnessed insider security incidences 

in their current work stations. There were more experts aware of the insider incidents by 

the fact that they have access to information on security issues of the systems unlike the 

information users. Similarly Abomhara & Køien (2015), states that insiders can pass 

crucial information to the outside attacker hence they are a threat. The findings further 

agree with what Liu et al., (2018), established that there is an increased trend of security 

breaches coming from people trusted by companies. They further state that there is need 
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to have methods of detecting and preventing insider cyber security threats.  However 

more than half of the users said they are aware of the incidents because they are at senior 

management level as dean of schools/faculties or as heads of departments. Most of the 

insider attackers targeted modification of files in the system. The study established that 

about 45% stated that the activities carried out were modification of files that they had no 

authorization of modifying. Magklaras & Furnell (2001) had similar findings although 

they were looking at different environment from the institution of higher learning. They 

established that misuse of IT resources was cited as the most common activity of the 

insider attackers.  According to the report by Carnegie Mellon University in 2012 

concluded that large amount of information security threats are posed by people known 

and very trusted by the institution they are affiliated with. The level of damage or the 

activities of the attackers as per the study was mainly to defraud the institution, modify 

data and disclose the confidential information of the system. U.S Secret Service, the 

CERT insider Threat Center, CSO Magazine and Deloitte study concluded that 46 

percent of the insider attackers were serious attacks than what the external attacks could 

have caused. The study further stated that having a model to predict the attack could have 

reduced the incidents.  It showed that insider attacks if successfully can by 46 percent 

more severe than external attackers because there are not insider attack prediction models 

like in external systems. Silowash et al. (2012), attributes the severity of the attack by 

insiders to the fact that they are trusted and have authorized access to the systems 

resources hence easy to expose or steal intellectual property is easy.  

 The research findings agree with what Njoroge (2013) established in her study. The 

study by Njoroge (2013) while looking at post implementation factors for information 
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systems security concluded that end users at 75 percent contributed to the security of the 

system. The findings were also similar to what Nyamongo (2012) found. In her study 

although attributed security breaches to information systems users at about 48 percent for 

user errors and compromising of information systems at 45 per cent. The study at 79 

percent by the information systems experts and 52 percent by the information systems 

pointed out that they have encountered insider security threats. Information system users 

(insiders) are major contributors of the information systems security threats. The current 

study presents findings that are in agreement with those of scholars in literature (Schultz, 

2002, Nyamongo 2012; Claycomb et al., 2012;  Njoroge 2013; Nostro, 2014 and Boender 

et al., 2014).  

Objective two: Evaluate insider system security mechanism in place in selected 

public universities in Kenya  

According to Nyamongo (2012) in her study on security management in private charted 

universities in Kenya, pointed out that universities are ready and willing to have security 

mechanisms in place to counter the security incidents. The study also established that 

there are efforts in place in the university to deal with insider security threats. Similarly, 

the study established that there are efforts in place to deal with insider security threats. 

Selected public universities are carrying out: security awareness or education is often 

seen as one of the mechanism that institutions use is protecting the systems. Training of 

the information users on security protection methods, trained regarding password strength 

and strong and mandatory password change. The findings are in a agreement with what 

Wang, Liu & Zhang (2006), concluded in their study as they were establishing prediction 

model. They further add that security awareness on mechanisms of preventing insider 
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attacker should be carried out on regular basis. The factors are training of employees on 

the methods of protecting the information systems and the need of having a strong and 

period change of password. The technical report by Team (2013) points to unintentional 

insider threats points out to failure of the organization to create awareness on methods 

that insider attackers can use to other credentials of other employees. Aspects such as 

organizational culture were cited by the report as source of unintentional insider threats.  

Organizational systems culture, this is a mechanism that is aimed at having a culture 

which protects the information and related resources. Samnani, Salamon & Singh (2014), 

points to negative effect of the workplace behavior in security management that agrees 

with organizational culture aspects. They agree with the study findings that ensuring that 

information users do not disclose information while away from work and having a policy 

on how users can access critical resources are key mechanisms captured. Security policy, 

there is a security policy in place for protection of the information systems. It is a 

mechanism that can be used in against insider security attackers. Additionally, there are 

Authentication and access control where training on password strength and recognizing 

legitimate warning message are part of access control while manually lock of the 

computer access control mechanism and physical access control. Remote access is 

accessing the systems away from the university premises which Spitzner (2003) found to 

be security threat for insiders as giving information to regulators on authorization 

compromises physical access control mechanism. The study established that only 

information security awareness and information security policy have been enhanced in 

selected public universities. Nyamongo (2012) pointed out that universities have not 

established a specific information system security department to deal with security 
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management of the university.  The university does not have centralized way of dealing 

with the issues of information security.  

Daniel (2008), recommends that business strategies and plans should be put in place to 

mitigate the insider security threats. The existing intrusion taxonomies are descriptive of 

the attacks and are not designed to particularly monitor insider misuse. 63 percent of the 

respondents were of the opinion that selected public universities in Kenya have business 

continuity plan that addresses the backup and recovery of vital information systems in 

case of an insider attack or any type of attacker. It is a positive step but there is need to 

test and reconfigure the plan to meet the complexity that insider attackers present and 

dynamic business environment.  

 

Objective three: Updating an insider system security attack prediction model for 

insider security threats  

This objective was based on the study literature on current models and the study findings. 

The study explored some of the motivators of insider threats so as they can be 

incorporated in the model. Both users and experts of the information systems were 

surveyed on this question and the results showed greater agreement on the motivators of 

financial gain, lack of reward, lack promotion, disgruntlement and revenge as motivators. 

The motivators were established in the studies of Wood (2000); Theoharidou et al., 

(2005); Qutaibah & Panda  (2008); Santos  et al., (2008); Nurse, et al., (2014) Rauthmann 

et al., 2015 and Liu et al., 2018. However, some studies such Rauthmann et al., 2015 

disagreed that seeking attention was a significant motivator for insiders to attack which 

can relate to the study where small number saw this as a motivator. However, there was 
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significant differences in the view of the experts on espionage as a motivator as to the 

views of the system users. Experts said it was not a motivator while most of the system 

users felt it was a great motivator. After the researcher made follow-up to several system 

users on their response, it was evident that most were not familiar with the term 

espionage. Therefore, better results could have been attained with a simpler term to the 

system users. In this regard, the views of the experts were taken into considerations since 

Hunker (2011), had established espionage as significant motivator. Espionage has been 

established as also a motive of insider attacks in the study. The insider is used by the 

attackers outside the organization as leverage to facilitate theft of information (Claycomb 

et al., 2012). In most cases, criminals entice employees into perpetrating attacks without 

even the employees knowing. There are cases where multiple motivators occur at once 

where the insider is motivated by financial gain but also felt that they did not get fair 

promotion. After a search on his home computers, letters offering to sell secrets to Libya, 

China and Iraq was revealed. In respect to Iraq, the perpetrator had asked Saddam 

Hussein regime for $13 million (Magklaras & Furnell, 2001). Investigation revealed that 

the specialist not only he been motivated by monetary gains, but also a sense of 

disgruntlement as he constantly complained to his co-workers and neighbours about his 

job and station. 

Financial gain was a motivator of insider security with 47 percent of the attacks in the 

university had been traced to financial gain. According to FBI/CSI, 10 percent of the 

financial losses as a result of electronic crime was as a result of insiders in 2001 which 

increased to 23.7 percent of the loss in 2006. The survey report further revealed that out 

of the $52,494,290 loss as a result of information security attacks, $12,466,810 was 
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attributed to insiders in 2006 which is 13.7 percent increase between 2001 and 2006.  

According to studies conducted by USSNTAC and CSEI, 81% of the insider threats were 

motivated by financial gains.  

5.2 Conclusion  

The study sought to determine if there were cases of insider threats for the information 

systems in selected public universities. It further set out to evaluate the methods or 

mechanisms that are being used by the universities in protecting the university 

information systems against the insiders. The last objective was to come up with a 

prediction model that universities can use in preventing occurrences of the insider threats. 

The study used two selected public universities in accomplishing the objectives. The 

results show that universities have had cases of insiders. The targets are modification of 

unauthorized information in the computer, fraud and exposing the system to external 

attackers. Therefore, the study concludes that selected public universities in Kenya face 

insider security threats. The universities have put in physical, management and logical 

controls to secure the systems. However, the measures are best suited for external 

attackers of the system than the internal attackers. This is because they have all the 

credentials to pass through the security check and even access to information systems. 

The detection systems in place in the selected public universities only report cases that 

have already taken place. Therefore, there is no model that can be used to predict the 

insider security. The study concluded that there are increased cases of insider attacks in 

selected public universities in Kenya. The motives of attacks vary but they are not 

specific for each university as per the research findings. It is critical that a model should 

be formulated to predict the behaviour of the insiders before they attack the system.  
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 CHAPTER SIX 

RECOMMENDATION 

6.0 Introduction 

The study recommends the use of a predictive model to prevent more insider security 

incidents. The study further proposes a model to use for insider security threats 

prediction. The model by (Nurse et al., 2014) for prediction is recommended. However, 

the study recommends modification on the model to fit the academic institution. The 

areas of the model to be modified are presented.  

6.1 Proposed Insider Detection Model  

The proposed model for predicting the insider attacks was realized out of the need for a 

precise and better prediction model where different components of the insider threat issue 

could be easily understood and implemented. The study was guided by the research 

objective and the scope of the creation of the framework.  Based on the study finding, the 

motivation to attack that describes the reasons that made an individual to attack their 

institution. The element of motivation was analyzed in the study together with the 

relevant literature that narrowed down the number of key motivators to insider attackers.   

After reviewing several models, the model by Nurse et al. (2014), with minimal 

modifications meets the solution for prediction of insider security threats in universities 

in Kenya as per the study findings. It is also the most recent model that captures aspects 

from other older models with new perspectives.  

Nurse et al. (2014), captures the most important indicators that can be used by the 

universities to predict insider threats.  The model by the Nurse et al. (2014), presents 

some challenges, the scholars have also acknowledged in their limitations. The study also 

observed the same challenges such as getting background information of the employees 
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from previous companies or the criminal investigation department. The study findings 

show that universities do not have pre-screening functions. Additionally, most of the 

information systems users are not required to have certificate of good conduct. The study 

further established that individual probed as insiders are not reported to the police where 

actions such as inter-department transfers, demotion are more common for the culprits. 

Therefore, the police do not have records help in declining to issue certificate of good 

conduct. Selected public universities depend on referees in screening new employees 

which is not reliable since many organizations do not report on insider activities. 

Measuring the psychological behavior and the mind-set of the attackers in organization 

requires specialized personal like a psychologists or specialized HR personnel. This 

dynamic element of the model makes it difficult to act on some of the activities hence 

making the model ineffective. The dynamic traits are very complicated and difficult to 

map to the model. The study proposes elimination of the dynamic traits since they are not 

only difficult to identify and map on the model but they make the model ineffective. 

Eliminating the model element from the framework for public university model for 

insider security threat prediction makes it more effective.   
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6.1.1 The Elements Recommended for Removal in Next Model 

 

 

Figure 7.1 Insider Attack Prediction Model By Nurse and Others 

 Source (Nurse et al., 2014) 
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6.1.2 Recommended Model  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Source: (Researcher, 2016)   

Figure 7.2 A Model for Predicting Insider Attacks 
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employee, vendor 

State of relationship 
e.g. current 

Insider characteristics 
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6.1.3 The elements of the model  

The model presented in Error! Reference source not found. is made up of several 

elements. The elements represent four areas; the motivator henceforth referred to as 

catalyst, insider characteristics, attack characteristics and the institution 

characteristics. The insider as defined in the study will hence forth be referred to as 

actor. Specific elements are represented by the use of boxes while the solid arrows 

indicate the relation between elements with dashed lines indicating the potential 

associations (Nurse et al., (2014). The study has further broken down the model into 

sections with the aim of simplifying the discussion and implementation of the model. 

The main sections of the models are; understanding the motivation to attack; 

dissecting the attack, the resources (information systems) under attack and their 

vulnerabilities.  

  Precipitating event (Catalyst) 

They are the catalyst that has an influence on the insider which can tip them to 

become threats of the information system. As per the literature the participating 

events are referred to as ‗tipping point‘ (Moore et al. 2008). They are events such as 

employee dismissal, employee disciplinary actions, disputes with other employees, 

perceived injustices, company actions such as lay-offs, personal problems such as 

divorce, health related issues among others, new opportunities like getting a better 

paying job in another company. The study largely based the human factors on 

participating events from the research in the area of Counterproductive Workplace 

Behaviour (CWB) (Samnani, Salamon & Singh, 2014) where events such as lack of 

promotion, inadequate or no rewards for committed employees and financial gain 

were evaluated on the study area. It was established that most of the attacks witnessed 



87 

 

in the selected public universities were tipped off or triggered by at least one of the 

participating factors.  

A significant aspect that was evident from the study was that most of the attacks were 

based on perception or rumours of something bad that was about to happen as 

indicated established by (Wallnau, 2013). Similar studies (Samnani, Salamon & 

Singh, 2014; Schneier, 1999) where system administrators starting to create a logic 

bomb based on rumours reducing allowances is an example.  The precipitating event 

elements are wide, this need to be appreciated as there are many aspects that can 

trigger an employee to an insider attacker.  

6.2 Validation of the Insider Detection Model  

Validation of the recommended model is important for theoretical and practical 

purposes. The model presented gives the prediction ability to the information systems 

of the Universities in Kenya against insider threats. As per Yin (1994) validity of the 

model is about the relevance and meaningfulness of the model. There are five aspects 

that should be used in measuring the validity of a model as suggested by Pederson et 

al. (2000): truth, internal logic, acceptance, applicability and novelty value. The 

internal logic and the truth are about the basis of the results of the study which is 

based on existing theories; there should be a link between the starting point, research 

questions of the study and the final study outcome. It is the exploitation of the 

practical results to be used and the theoretical applications in explaining the 

phenomena.  

There are two methods used for validation of the research findings and the 

recommended insider threat detection model. To start with, the data collection method 

used for the study was validated. The study used pilot study and the actual research 

study where the final outcome was validated by the pilot study results. Additionally, 
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statistical test on validity of the study was carried out where a strong validity for the 

items was recorded. Closed ended questionnaire with likert scale was used to get the 

responses. The data was used to come up with a model that had all the key variables 

to the model tested. The research results formed the basis of coming up with the 

recommended model. Secondly, the researcher presented the model to the experts in 

information systems who were the supervisors. Since the model is a modification of 

already existing model the experts explored the critical success factors of the model 

without aspects dropped from the original model. It was further fine-tuned from the 

feedback to the current final model as recommended.  
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APPENDIX A 

Questionnaires 

a. Information Systems Experts  

 

PART A: PEOPLE  

1. What is name of university you work? 

 [ ] Kibabii University [ ] University of Eldoret 

2. Which of the following professions/department do you work under? (mark the 

suitable box)  

 [ ] Computer and Information security Systems Manager 

 [ ] Web Administrator/ Webmaster 

[ ] Network System Administrator 

 [ ] Database Administrator  

3. How long have you been working for your current institution? 

(a) 0 - 1 year   [ ] 

(b) 1 – 2 years  [ ] 

(c) 3 – 4 years  [  ] 

(d) 4 years or more  [  ] 

4. Are you motivated in the workplace?  

i. Do you feel that the organization is rewarding you as per your efforts?   

Yes [ ] No [ ] 

ii. When was the last time you got a promotion?  

12 months   [ ] 2 years [ ] 3 years [  ] 4 years or more [  ] 

iii. Were your colleagues happy about it? 

Yes [ ] Not sure [ ] No [ ] Some [ ] 

5. Have you ever heard/witnessed/suspected/probed insider attacks in your professional 

life? 

 A

PPENDICES 
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[ ] Yes  

[ ] No  

Please answer the following by marking the appropriate box. 

6. Insiders might assist external parties such as terrorists, foreign states, business 

competitors among others intentionally or unknowingly. Have you ever come across 

such issues? 

[ ] Yes 

[ ] No 

a) What activity did the person do? 

           [ ] Disclosed confidential information [ ] Defrauded the institution  

[ ] Modified authorized files 

b)  Insider attackers are motivated by:   

 

 

 

c) What level was the insider trusted within the organization. Tick as indicated in the 

table below. 

 Strongly  

un-trusted 

Not trusted Neither 

trusted nor  

Trusted Strongly 

trusted 

Your view 

on level of 

trust 

     

 Strongly 

Agree (SA) 

Agree (A) Not Sure 

(N) 

Disagree 

(D) And 

Strongly 

Disagree 

(SD) 

Strongly 

Agree (SA) 

financial gains      

Disgruntlement       

Revenge       

Get attention      

They feel not 

well rewarded 

     

Lack of 

promotion/salary 

increment  

     

Espionage       
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accorded to 

the insider 

 

      

7. What damage was caused?  

[ ] Operations brought to a halt [ ] Property stolen money lost 

 [  ] Customer information lost [  ] Patents & copy rights 

8. Prior to the attack, the insider was in good terms with superiors  

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree 

 

9. Prior to the attack  the insider raised any issues with the organization that in their 

opinion could have been addressed 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree 

 

10. The university conducts security awareness activities as part of security management 

best practices  

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree 

  

(a) The security awareness is effective in terms of employee adherence and satisfaction 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

(b) Some employees resent [respondent negatively] the such processes 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

(c) The training was carried out after Incidences of insider attacks were reported   

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  
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PART B: PROCESSES 

Access control processes in an organization limit events, actions and conditions 

within an IT system. 

1. The university has a security policy and can be accessed on any information   

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

2. There are physical and electronic access controls in place in the university to ensure 

security of the organization, its property and workers 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree 

 How often, for example, do you change your password? 

[ ] once per month [ ] after three months [ ] After six months [ ] after a year [ ] never 

changed password [ ]    

3. The university uses access control policies to restrict access to privileged individuals 

only? 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

4. Employees are allowed extended privileges such as accessing networks and systems 

from remote locations 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

5. The IT department is responsible for creation and deletion of employee accounts upon 

employment or termination of a new employee the institution  

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

6. Employees account are immediately deleted or deactivated once they are termination 

or exit of the employee?  

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree   

7. There is a laid down strategy of deactivating an employee account and it is not done at 

the discretion of the system and network administrators?  

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree
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PART C: TECHNOLOGY 

1. As an employee, I am allowed to bring and use your own devices in the workplace 

such as phones, Laptops, USB sticks, external memory etc.  

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

2. The university has special conditions that authorize the use such devices in the course 

of your duty 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

3. I would check on institution systems if you were to find a USB stick left at your desk 

or along the way or in the corridor   

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

  

4. There is no any technological methods applied by your organization to combat insider 

attacks 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

  

5.  The university is doing all it can to combat insider threats 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

6. The strategies being utilized to combat insider threats are effective   

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

7. What in your opinion is the leading cause of insider threats?  

Reasons for insider 

threats 

Strongly 

Agree  

Agree  Not Sure  Disagree  Strongly 

Disagree  

Lack of Policy      

Weak organizational 

policies 

     

unsatisfied 

employees 

     

ineffective 

technology 

     

Lack of awareness       

 

 

 

8. The organization has a Business Continuity or Disaster Recovery Plan?  

 Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree 
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9. The university has business Continuity Plan cover backup and recovery procedures 

for all virtual systems?  

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

10. The vendors provide other services in addition to security testing? 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree 

11. The university uses a local Intrusion Detection System(s) (IDS)? 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree 

12. If your university uses local IDS, do you use  

―host-based‖ IDS (HIDS) [ ] 

―network-based‖ IDS (NIDS) [ ] or 

a combination of both [ ] 

13. Any other information that you deem relevant, comment, or remark. 

…………………………………………………………………………………………

…………………………………………………………………………………………

………………………………………………………………………………………… 

NOTE: 

PRIVACY CLAUSE 

All the information collected in this questionnaire is exclusively used for the purposes 

of this research and cannot be shared with any third party whatsoever.  

Your cooperation and support will be highly appreciated. 

 

Signed:   __________________________  Date:  _____________________ 
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b. Employees/Information System Users 

 

Employee/system user of public university in Kenya 

 

Dear Respondent   

I am a student pursuing MSc. Information Security Systems. I am writing a 

thesis on; Modofying a Security Model for Detection of Insider Security Systems 

Threats in Selected public universities in Kenya.   

Insider attacks are such a huge security threat in organizations today. They are 

as a result of intentional or accidental misuse by persons authorized to access and use 

information systems. In most instances, insiders manipulate existing security controls, 

ensuring that they are least detected, and finally instituting massive losses.  

An insider is a trusted person with full privileges and access rights to 

organizational systems and physical facilities. They may include present and past 

employees, contractors, partners and visitors. Insider attacks may occur due to a 

number of factors including espionage, and motive of disgruntlement, criminal 

financial gains or revenge.  

Kindly assist by taking a few minutes of your time to answer my questionnaire 

about your personal experience with insider threats within and beyond your 

organization 

Your opinion will be highly appreciated. 

 

 Thanks for your anticipated cooperation. 
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1. Kindly indicate your gender 

Male [  ] Female [  ] 

2. How long have you worked in the current workstation?  

1-3 [  ] 3-5 [ ] 5- 8 [ ] 8-10 years [ ] more than 10 years 

3. Kindly indicate your position  

Faculty/school Dean [  ] COD/HOD [  ] assistant Admin [  ] Head of Section [  ] 

support Staff [  ] 

4. Have you heard/encountered misuse of information system resources like disclosure 

of digital files or give access to unauthorized person?  

Yes [ ] No [ ] 

5. An employee may pose a threat for information systems if they have the following 

motives 

 

6. I have been trained by the university on security protection methods for information 

systems 

 Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree 

 

7. I Have been trained regarding password strength, complexity and scheduled changes 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

 Strongly 

Agree 

(SA) 

Agree 

(A) 

Not Sure 

(N) 

Disagree (D) Strongly 

Disagree 

(SD) 

Disgruntlement       

Revenge       

Get attention      

They feel not well rewarded      

Lack of promotion/salary 

increment  

     

Espionage       

financial gains      
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8. The organization enforces strong password procedures for employees, including 

requiring a mandatory password change after a period of time? 

  Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

9. I often change my password 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

10. I can disclose digital  information to county or state regulators without proper 

authorization? 

 Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree 

11. I do discuss or disclose sensitive or confidential digital information during personal 

conversations while at work?  

 Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree 

12. I do discuss or disclose sensitive or confidential information with non-employees 

while away from work 

 Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree 

13. I am aware of methods external system attackers can get confidential digital 

information from you 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree 

 

14. The university has trained me how to recognize a legitimate warning message from a 

scam message that could result in downloading a virus 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree 

15. I  manually lock my computers when I am away from my desks  

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree 

16. Does the institution allow you to install programs on the university computers?  

[ ] Yes [ ] No  

17.  The institution has a well-accepted "Bring Your Own Device" policy in place 
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 Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

18. I can access university system [like ERP] while away from the university 

Strongly Agree [ ] Agree [ ] Not Sure [ ] Disagree [ ] Strongly Disagree  

19. Any other information that you deem relevant, comment, or remark. 

…………………………………………………………………………………………

…………………………………………………………………………………………

…………  

NOTE: PRIVACY CLAUSE 

All the information collected in this questionnaire is exclusively used for the purposes 

of this research and cannot be shared with any third party whatsoever.  

 

Signed:   ____________________ 

Contact (feedback/follow purposes) ______________________  

Date: _________________________ 
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APPENDIX B 

Statistical Table for Determining Sample Size 

 

Source:  Krejcie and Morgan (1970) 
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APPENDIX C 

Letters of Authorization and Permit  
 

The following are the letters and permits sought from different authorities in to enable 

the researcher carry out study.  
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